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Hupé, Jean-Michel, Andrew C. James, Pascal Girard, Stephen G. highlighted the role of the visual area MT/V5 in the global
Lomber, Bertram R. Payne, and Jean Bullier. Feedback connec- process. Another lesion experiment showed that the discrimi-
tions act on the early part of the responses in monkey visual Cmeﬁ'lation of shapes based on a kinetically defined boundary (bor-

Neurophysiol85: 134-145, 2001. We previously showed that fee - AP . .
back connections from MT play a role in figure/ground segmentatioq.er between 2 random dot fields moving in different directions

Figure/ground coding has been described at the V1 level in the I&gat different speeds) was specifically impaired when MT was
part of the neuronal responses to visual stimuli, and it has beé@moved in macaque monkeys (Marcar and Cowey 1992),
suggested that these late modulations depend on feedback conseggesting that the local process would also depend on MT.
tions. In the present work we tested whether it actually takes time fielowever, MT neurons do not code the orientation nor the
this information to be fed back to lower order areas. We analyzed tb@sition of kinetically defined boundaries (Marcar et al. 1995),
extracellular responses of 169 V1, V2, and V3 neurons that Vgs|ying that whereas MT is necessary for indicating the
recorded in two anesthetized macaque monkeys. MT was '”aCt'Vag?éjsence of a motion-defined figure and establishing a reliable
by cooling. We studied the time course of the responses of the neur n&ication of its direction of motion, it has to send this infor-

that were significantly affected by the inactivation of MT to sed Ul h cal vi | h further | I
whether the effects were delayed relative to the onset of the resporf8@tion to otner cortical visual areas where further local pro-

We first measured the time course of the feedback influences from M¢ssing of the kinetic boundary would be performed. Feedback
on V1, V2, and V3 neurons tested with moving stimuli. For the largeonnections from MT to areas V3, V2, and V1 may be in-
majority of the 51 neurons for which the response decreased, telved, as selectivity for the orientation of kinetically defined
effect was present from the beginning of the response. In the tundaries has been observed in V2 (Marcar et al. 1994) and
sponses averaged after normalization, the decrease of responseggsctivity to motion-defined contours exist in V1 (Lamme
significant in the first 10-ms bin of response. A similar result wagggs). |ow-order areas are in fact quite a logical locus for
found for six neurons for which the response significantly increas?ggistering (Mumford 1993) the precise position and orienta-

\r/ér;%rclnnl\ggs\l\tlgsflg]sicratglztiergﬁmgghninulgngdﬁé g‘ssgnz dcigr:%r?ifﬁ:: r£ of kinetically defined contours, as the neurons have small
decreases of response and 14 significant increases. In both pop, eptive fields and are sensitive to high spatial frequencies,

tions, the effects were significant within the first 10 ms of respon \us coding contours W'_th high reso'“_t'on' Further QVIdence
For some neurons with increased responses we even observegP&es from psychophysics, as the motion segmentation mech-
shorter latency when MT was inactivated. We measured the latency@dtism shares its speed tuning with that of V1 neurons, whereas
the response to the flashed stimuli. We found that even the earlif¥at of motion detection mechanisms corresponds to MT neu-
responding neurons were affected early by the feedback from Mbns (Masson et al. 1999). In a previous study, we indeed
This was true for the response to flashed and to moving stimuli. Thesigowed that figure/ground information based on motion cues is
results show that fef_sdback (_:onnections are r_ecruited very early for {8 back to areas V1, V2, and V3 of the anesthetized macaque
treatment of visual information. It further indicates that the Presengionkey (Hupeet al. 1998).
8{,u?gzecﬂctieoﬁefseefrf’sfﬁqggﬁgﬁoﬁinnOt be deduced from the timg re/ground coding has been shown to influence the late
P ' part of the neuron responses to visual stimuli in V1 (Lamme et
al. 1999; Lee et al. 1998), and it has been suggested that these
late modulations could depend on feedback connections
(Lamme et al. 1998a,b). Whereas it is well documented at the
Figure/ground discrimination based on motion cues involvasatomical level that feed-forward projections are matched by
two operations: the integration of points moving at the sameciprocal feedback connections that have distinctive lamina-
velocity and in the same direction, and hence sharing a “cotion patterns (Felleman and van Essen 1991), the functional
mon fate” (Wertheimer 1923), and the precise segmentationrofe of these connections has been poorly studied and is not yet
the object from its background. Both extracellular recordingeally understood (Salin and Bullier 1995). Conspicuously
(Britten et al. 1992; Newsome et al. 1989) and lesion expedbsent from all studies is an analysis of the time course of the
ments (Newsome and Pat888; Rudolph and Pasternak 1999jeedback influences. Higher order areas contain neurons whose
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RAPID EFFECTS OF FEEDBACK CONNECTIONS 135

responses tend to lag behind those of lower order areas (Novtal¢ m from a tangent screen. A craniotomy was performed above
and Bullier 1997), so a delay for the involvement of feedbackea V1, just below the lunate sulcus, whose blue trace could be
connections would seem logical. In this study, we testétgtected through the skull. Penetrations were made in V1 through the
whether it takes time for MT figure/ground information to p&lura matter, to achieve a better stability of single-unit recordings. We
fed back to lower order areas. Such a delay would ha{‘)éed a device made of two microelectrodes glued together (inter-tip

consequences for the timing of the perception of shapes d;?{ance, 30Qum). Recording microelectrodes were tungsten-in-glass

. . - (Merril and Ainsworth 1972) with typically 10 tips, which
contours from motion, and would be consistent with the long uld provide multi-unit as well as single-unit recording of cortical

time course for motion segmentation compared with motiQfyyrons. We used a spike discriminator (MSD, from Alpha Omega) to
discrimination (Masson et al. 1999). extract single units and to monitor the identity of the neuron under
In this paper, we directly address the question of the timirgudy during periods of control, MT inactivation, and recovery. Spike
of the influences of feedback connections on the responsesdfvity was recorded with a PC-based system (CED 1401 interface
low-order area neurons. We measured the latencies of #nel Spike2 software). Analyses were done on-line, but all the record-
effects of MT inactivation on the responses of V1, V2, and VBgs were also stored on videotapes for off-line analysis. All the
neurons to the moving stimuli used in our previous experimefcordings were replayed to check the identity and the stability of the
(Hupeet al. 1998), to determine whether motion-based figurgiidied neurons. Illn ad|d|t||on, O'Isflat'on r']”dex. (Il of .tho‘le ?r‘;]'ke. ”f‘c.es
ground segmentation modulates the late part of the respon%% e systematically calculated for each testing period. The isolation

f . V1 V2 dV3.F lﬁ X is the ratio of the peak value of the histogram of errors (between
ofneuronsinareas Vi, Viz, an - FOr SOme neurons, we aip spike template and the recognized spikes) over the value of the

measured the latency of the effects of MT inactivation on thgsiogram at the rejection threshold. It is now implemented in the
responses to flashed stimuli. Indeed, one could argue tRE$D software! A value of one indicates a perfect isolation; a value
responses to moving stimuli are not the appropriate way #0zero indicates multi-unit activity with no possibility of isolation of
examine the timing of feedback influences because a moviagingle neuron. Examples of the use of the MSD and of the isolation
bar activates MT neurons with receptive fields larger than thatlex were published elsewhere (Guenot et al. 1999).

of the recorded neuron, and therefore the influence of theAt the end of the experiment, the animals were killed by an
feedback may already be present before the lower order neupygirdose of pentobarbital sodium and perfused with normal saline
has started to respond as the bar enters its receptive field (F§wed by 4% paraformaldehyde in phosphate buffer. The posterior
center. We compared the time course of the responsesp§ of the brain was removed and, after cryoprotection in 30%

individual ¢ . d flashed stimuli when M rose, cut at 5um on a freezing microtome in the parasagittal
Individual neurons 1o moving anad flashed stimull- when lane. On histological Nissl-stained sections, penetrations were recon-

was active or inactivated, and failed to find any substantiglycted from lesions placed during the recording (typicallyA7for
delay for the feedback influences in both cases. At the level pf).

the population, it is important to know the latency of the

neurons that are affected by removal of feedback input, as-gedback inactivation

delayed modulation could either express itself on the late part _ _ o ) )

of the responses of neurons with short latencies, or on the earlf"¢@ MT and adjacent cortices were inactivated by circulating
response of late responding neurons. In the Lamme et gliled methanol through chronically implanted hypodermic loops
experiments, the question could not be addressed as Ia induce a localized hypothermia and block synaptic function and

lust f ded simult v (L ivity of neurons (Lomber et al. 1999). We implanted the probes in
clusters of neurons were recorded simultaneously ( amme, superior temporal sulcus prior to the experiment (Fig. 1). The

al. 1999) or the responses of several units with maybe differgfihod and the controls have been described in detail elsewhere

latencies were pooled together to see the timing of the modyupeet al. 1998; Lomber et al. 1999). Each cooling session lasted

lations (Lamme 1995). We measured the latency to flash stiféss than 5 min. The total number of cooling sessions done over 4 days

uli and found that feedback connections act on the early partaf each animal was 41 and 57. There was no correlation between the

the response even in the case of neurons with short Iatenc'rt?fsnber of cooling cycles and the frequency or the strength of the
effects.

METHODS
Measurement of response latency

We adapted the method of Maunsell and Gibson (1992) and Nowak

Recordings were obtained from two anesthetized, paralyzed cy§-2l- (1995) to identify the beginning of the responses to the flashed
molgus monkeys, which were tested with a series of moving and fla®hd moving stimuli. Peristimulus time histograms (PSTHs) of re-
stimuli while area MT was inactivated. Monkeys were initially anesSPonses were computed over 20 repetitions of the stimulus presented
thetized by an intramuscular injection of ketamine hydrochlorid® control condition (before MT was inactivated). The binwidth was
(Imalgene, 15 mg/kg). An intravenous catheter was placed in thepically 5 ms, but binwidth values ranging from 2 to 20 ms were also
cephalic vein, and an endotracheal tube was positioned. During s¢§ed depending on the response strength. The histogram of the total
gery, the animals were anesthetized by repeated intravenous injectidwdber of spikes recorded during a spontaneous activity period (back-
of 0.1—-0.2 ml of a|phado|0ne and a|phaxo|one (Saffan)_ During rground dIS'[I’IbutIOﬁ) was fitted with a Poisson function. Then, for
cording, they were paralyzed by a continuous infusion of pancuro-
nium bromide (10 mg kgfl -h™%, in a solution of lactated Ringer and 1 The Il value produced by the MSD software is however not reliable when
glucose 5%) and artificially ventilated with J8/0, (70%/30%). few spikes are recorded, as the binwidth of the histogram can then be too small.
Anesthesia and analgesia were Supplementedzby azcontinuous infudl systematically saved the whole error histograms and calculated the real

. 1508 : isolation index from a smoothed histogram computed in Matlab.
of suffentanil (usually 4*9. kg “-h ). 'I_'he _end-tldal CQlevel and 2 The spontaneous activity was estimated from the 500 ms periods between
the heart rate were monitored and maintained at proper levels. o imylus presentations. This measure was not always very precise, as it
A device sealed to the skull with screws and dental cement held 1,4 occasionally be contaminated by some late sustained response, or by
animal head. The pupils were dilated by corneal application of 18me rebound from inhibition. It was checked however that this background
atropine. Refractive lenses were used to focus the eyes at a distancefity was relevant to measure the onsets of responses to stimuli.

Animals and recording procedures




136 HUP,E JAMES, GIRARD, LOMBER, PAYNE, AND BULLIER

temperature
measurement

=% cold methanol

Coronal section Fic. 1. Schema of a lateral view of the macaque

brain (eft) and of a coronal sectiomi¢ht) showing
thermocouple  the cooling device placed in the depth of the supe-
rior temporal sulcus (STS), against the visual area

LS & oA
‘ LS MT. LS, lunate sulcus; 10S, inferior occipital sul-
V1 cus; IPS, intraparietal sulcus.

P
108

flashed stimuli, the latency was taken to be the time correspondindfitce of the 169 neuron recorded in areas V1, V2, and V3 gave
the center of the first bin after stimulus onset thaéxceeded a level sizableon responses to the flashing barsrf responses were also
corresponding to a probability o = 0.01 with respect to the measured but they are not described in this paper. The results were
background distribution angd) was immediately followed by a bin similar.) The selection of sizable responses was done first by
that also reached this criterion and a third that exceeded a legglservation of PSTHs with 100-ms binwidth. Latencies were then
corresponding to a probability @ = 0.05 (Maunsell and Gibson ¢5jculated as previously described.

1992). These criteria might appear stringent, and it could be argueqs\mong the eight moving stimuli, four stimuli were made of the

that a first weak and transient component of the response, presum ¥kground moving alone and were used to check that the background

due to feed-forward activation, would have been missed. That is Be\,e'\yas not sufficient to elicit a response of the neuron. The speed

reason why we systematiqally used diffe_rent binwidth sizes and_ ch She stimulus was optimized for each site, and was between 0.75 and
the shortest latency, to include any first weak component in t '

response, as long at it was no more than 20 ms ahead of the sustairi O(gngsrgetint:hez.nggﬁ Qi;rlﬁgtlav\slgfg sstﬂrc]ﬂglcli dtlr?enr%tsalc\)l\r@éss fgct':]ea four
response. Also, if any early response component existed, it sho P imuli and th h ﬂ‘ hed bp vzed
have been visible on population histograms before the measuf8gvIng stimu I an the response to_ the flashed bar were analyze
latency (see Fig. 8). We did not observe such an earlier compone?ﬁ.parat‘?ly' Spikes were c_ounted dgrlng 500 ms for_the flas_h stimuli or

For moving stimuli, we used small@values:P = 0.005 andP =  ©lse during the whole period the stimulus was moving (typically 1 s).
0.025, respectively. The purpose of this modification was to identify"€ mean spontaneous activity recorded during each run was then
specifically the onset of the main response to the moving stimulus."@moved. We used the bootstrap Studeteist (Efron and Tibshirani
fact, we observed that responses of some neurons started to slo¥@§93) with 10,000 bootstrap replications. This test allows the com-
grow well before the peak response, suggesting that the bar moedisons of the means of two distributions without making any as-
across a region of the RF with low sensitivity. sumptions about the shape of the distributions and is still valid when

Empirical controls of the method were carried out. The computele variances and sample sizes of the two samples are different. (This
latencies were first visually checked for many neurons. We also toigknot the case of the classic Studénést nor of its nonparametric
advantage of the fact that two sets of 20 repetitions were usually daswiivalent, the Mann-Whitney test.) As four responses to different
in control condition, as a measurement of the stationarity of thRoving stimuli were studied simultaneously, there was an increase of
response over time (HUpe al. 1998). The latency was measured fofhe type | error. The actual error was controlled thanks to the proce-
both controls, and large differences between both measurements wgJe adapted from Manly (1997): instead of applying the same set of
systematically checked and documented: i_n afeV\_/ obvious cases, thedomizations to the data, we applied the same set of bootstrap
shortest latency was due to a burst occurring during the spontanepysiications. The significance level was therefore a controlled 5% type
activity period and was therefore discarded. Otherwise the minimal,, - (see next section). The effect of MT inactivation on the mean
latency measured in both controls was used. responses of the V1, V2, and V3 neurons to the moving stimuli were

. . . described in a previous paper (Hugkal. 1998) and are presented in

Analysis of effects of feedback inactivation on response  detail elsewhere (Bullier et al. 2000). The responses to the flashed
strength bar were tested independently, but the fact that responses to moving

Visual stimuli were usually presentedrfd s on acomputer stimuli were tested in the same recording session increa§ed the ex-
monitor driven by a Truevision Vista Board under the control of Rerimentwise type | error (Ludbrook 1991). We thus decided arbi-
Matlab program. Intertrial was 0.5 s. Eight moving stimuli and ont@rily to take an individual nominal significance level of 1%, as we
flash stimulus were presented 20 times in an interleaved fashionhad done previously (Hupet al. 1998), to protect us globally against
low-contrast textured background (12.7° wide and 8.4° high, 9—2e alpha risk at a level of about 5% (when the measures are inde-
Cd/n?) (see Hupeet al. 1998) was always present, either stationagendent).
or moving. The bar was therefore flashed against a stationaryA test was first done to compare the response strengths between two
textured background. The bar was centered on the neuron receptiwetrol runs of 20 stimulus repetitions each (Hwgteal. 1998). If the
field (located in the central 4° of visual field) and approximateltest was significant, the neuron was discarded, and the response was
optimized in spatial phase, orientation, and size. The length of thensidered as not stationary. Ninety-five of the 105 neurons were kept
bar was between 0.2 and 1° (mean0.65) and the width between after this first stage of analysis for tla flash response, and 154 of
0.05 and 0.15° (mearr 0.09). Responses to the stationary bathe 169 neurons were kept for the analysis of the effect of cooling on
were not always good, as the main purpose of the experiment wihas response to the bar moving across the stationary background. Tests
the effects of MT inactivation onto moving stimuli. One hundredvere then done between the control runs and the cooling run.
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Measurement of the latency of effects of feedback inactivation condition. The choice of replacing the values by their
inactivation ranks was justified by the previous normalization, which had already
eliminated data of the absolute response. Repetitions of tests on the

There were too few repetitions of the stimulus presentation to allaW e set of data increase the type | error. Note, however, that these
a statistical measure of the latency of the effects on individual neg, ' ' f

sts were done on responses that were alread i
rons, so we had to pool the responses of the neurons that behaty1 P y globally different, as

- } . - . . population histogram was computed only from neurons whose
similarly to increase the signal/noise ratio. Population PSTHs Werréasponse was different when averaged over 500 ms or 1 s. The

therefore computed from neurons being similarly affected (i.e., whosg " . i o L
response was significantly increased or decreased) by feedback | _stllon was as follows: from.when was this difference S|gn|f|cant for
tivation. Individual PSTHs were first computed with a 5-ms binwidtl{ € given sample? If f°.f a given neuron, there was a difference of
then normalized to the peak response (100% of respansey 1on eSPonse fr_om the_beglnnlng to the end of the response, then the
Fig. 2A) and aligned to the beginning of the responses (resporgygerence_s in the bins should be highly correlated. If all the neurons
latency,arrow 2 on Fig. 24). The PSTHs were then averaged. Thé&ehave this way, the type | error would be exactly the same regardless
latency and maximum response to the stimulus in control conditi& Whether the test was done on the whole response or on any part of
(before cooling) served as normalization for all the PSTHs (contrdhe response. We therefore used a multiple comparisons procedure
cooling, and recovery runs). Population PSTHs with binwidths of 1(MCP), which took into account the correlation of the measurements
and 20 ms were done from the 5-ms PSTH. The choice of a binwidththe successive bins.
for further presentations and tests was done empirically with theManly (1997) proposed such a procedure for multiple randomiza-
criterion that once the response had started, then the PSTH was tests. We took advantage that the Wilcoxon test is just one kind
smooth enough. We preferred this method to the classical Gaussinandomization test to adapt this test. For sample sizes nptd6,
convolution because we wanted to ensure that the mean respordkifie randomizations of possible signs were done (exact test),l.e., 2
obtained in each bin were reliable enough to allow statistical tests.For each set of data (one reall 2 1 randomized), the statistic of
this way, we could also obtain an estimate of the temporal precisidilcoxon was calculated simultaneously farvariables x = the
of a given data set. number of bins we wanted to test). {When thé][8et of data [] are
Wilcoxon tests were done for each bin between the control and tfaked in order according to the minimum significance level obtained

A B

1 —— control
cooling
------- “ recovery

20 .:I‘ ~
P SN Fic. 2. Examples of neuron responses to a bar
0 /////// ////ﬁ‘ moving against a stationary textured background

(stimulus BS) that are significantly decreased by
400 500 600 00 0 MT inactivation. The tests were done on the mean
C D number of spikes measured during the whole pe-
riod of time the bar was moving (1 si: V1
neuron recorded in layer 2/3, tested with a low
salience stimulus. The onset of the response mea-

100 sured in the control condition was 515 nasrow
@ 2). The latency of response of this neuron when
L tested with a flash stimulus was 70 ms. Case Icc14,
& 50 single unit,P = 0.001.B: same V1 neuron tested

now with a middle salience stimulus. The effect of
cooling MT was reproducible. The latency of re-
sponse to the flash stimulus was now 62 ms. Case
Icb14, P = 0.000.C: layer 4b V1 neuron. The
response latency to the flash stimulus was 61 ms.
E F Case lael4, single unk = 0.010.D: layer 5/6 V1
— control 1 neuron. The spontaneous activity increased during
cooling P = 0.00), whereas the response to the
moving bar decreased. No response to flash. Case
kbd14, single unitP = 0.016. E: layer 5 V2
neuron. The spontaneous activity was larger dur-
ing recovery than during control, whereas the re-

oo

— control 2

1001 cooling

0 sponse to the moving bar was identical during
control and recovery. Flash response laterc§3
o LB S A ms. Case Ibil4, single uni?, = 0.002.F: layer 2/3
0 200 400 600 800 V2 neuron. The isolation of the neuron was lost for
the recovery. Flash response lateney169 ms.
time after stimulus onset, binwidth = 20ms Case kcal?2, single unie = 0.001.

_i..

stimulus BS
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from the [] variables, it is found that 95% of these minimum

>

significance levels excee®%. In other words, if the variables are =51 — control
tested individually at theq']% level, then the probability of obtaining z 60 (recovery, n=47) i
any of them significant by chance is 5% (Manly 1997, p. 111)}. The 2 cootng
P’ value computed this way could be compared with Ehealue E 40 " recovery)
obtained with the classical Wilcoxon test. When the data for all the S
comparisons are perfectly correlated, then there is absolutely no s 20
difference between the two results. On the other hand, when there is §
absolutely no correlation, this procedure is equivalent to the Bonfer- R ~ o
roni procedure, which weights each significance threshold by the total ] ' '
numEern of comparisonsl"\% = P/n). Fogr samples larger thany16, all -1000 0100200 300 400
the possible randomizations were estimated by a random sample of B
10,000 randomizations (including the observed one), the same sample 2
being of course used for all the comparisons (Manly 1997). £ 60 Control-Cooling
All of these calculations were carried out in Matlab 4.2 (Math- & Mean +/- SEM.

Works). 'E 40 +

2
RESULTS g 207

=
Responses to moving stimuli S %

Responses of 154 neurons to moving stimuli were recorded E -200 -100 0 100 200 300 400

in areas V1, V2, and V3 before, during, and after MT was time after response onset, 0 =[-10 : 0] ms

inactivated by cooling. The mean response of the neurons wass 3. population histograms: the responses of the 51 neurons whose
measured. The effects of MT inactivation on response strengtbponse to BS was significantly decreased by MT inactivation were pooled
have been described elsewhere (Hepal. 1998). Briefly, two (seemETHODS). The recovery was recorded for 47 neurons only. BinwidthO

major effects were observed. First, the response of neuron The tick-mark calleg<<0>> (vertical dark line) corresponds to the center
of the last bin before response onset (mean normalized response betd/@en

a bar moving against a stationary textured background (stifi g ms): measure of the time course of the decrease of response due to MT
ulus BS) was decreased when MT was inactivated, indicatimgctivation. The difference of normalized response control-cooling was com-

that motion information useful for the target segregation wasted for each neuron, and then averaged in a population histogram. One SE
fed back to these neurons. Second, responses were compBEE e oo e Tean erorer, T e ek e - s
when the baCkground was stationary f.ind when I_t was mOVIB below thg histogram i)rl1dicates the bins that wepre signifidant (0.05)
together with the central bar. We were interested in the neurQfi&n 2 multiple comparisons procedure (MCP) Wilcoxon exact tests (see
for which the response was significantly decreased to the lati@rHops) were done independently on the 20 bins (200 ms) before response
stimulus, as it meant that the neuron responded strongly wieget and the 20 bins after response onset. This histogram shows the excitatory
there was a motion contrast between the bar and the bagqatrlbutlons of feedback connections from MT to the responses to a moving
. .bar of V1, V2, and V3 neurons.
ground. For such neurons, when tested at low salience, i.€.,
when motion was almost the only cue to detect the bar, the200 and 200 ms with respect to the onset latency was tested;
response to the bar moving together with the backgrouttie period before the onset latency was tested independently of
(stimulus BM) was increased when MT was inactivated. Thibe response period). This shows that the response is affected
effect, significant for six neurons recorded in V3, lead to a logy inactivation of MT during the first 10-ms bin following
of the ability of these neurons to perform figure/ground disesponse onset and that the difference has an early peak, thus
crimination based on motion cues (Hugeal. 1998). suggesting that the feedback effects are extremely rapid. Note
In the present study, we first examined the latency of thkat there is no significant change in spontaneous activity
significant decreases of response to BS (51 neurons). Figuree®ore the onset of the response (we will return to the issue of
shows examples of the time courses of the responses of sirgpentaneous activity below).
neurons recorded in V1 and V2 &) control condition before  Figure 4 illustrates examples of neurons for which cooling
the inactivation,2) while MT was inactivated, an8) during MT decreased the responses to the bar stimulus (BS) while
the recovery after circulation of the coolant had been switchettreasing the responses to bar moving together with the back-
off. Examples of V3 neurons are presented in léfe part of ground (BM). For both response decrease and increase, the
Fig. 4. Typically, the decrease of the response could be atiranges are observed from the beginning of the response. The
served during the first 20-ms bin of response and could last ewamples of Fig. 4C—F, are two of the six V3 neurons tested
to the end of the response. This was most obvious for the caaetow salience whose response to BM was significantly lower
where there was a total suppression of the response durihgn the response to BS in control condition. This differential
cooling (Fig. 4A) and also for the majority of the significant butresponse (background suppression) allows the neurons to code
weaker response decreases presented here (FilysEland 4, the presence of the bar moving against a stationary textured
C andE). background (segmentation based on motion cues). We did not
The average PSTHs for control, cooling, and recovegompute a population histogram for these six neurons as in
blocks of trials were then computed after normalization afost of the cases we were not able to measure the latency of
response strength and alignment of latencies (FA&). 3he the very small response recorded in the control condition. The
difference between the average PSTHs during control aather four neurons showed, however, a similar pattern demon-
cooling is illustrated in Fig. B, with the bins showing signif- strating an early increase in response when MT was inacti-
icant differences indicated below (only the period betweerated.
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A B

—— control
cooling

FIG. 4. Examples of neurons for which response to
60 BS was decreased by MT inactivation, whereas re-
sponse to BM (background moving coherently with
the bar) was significantly increased. These neurons
were tested with low salience stimuh andB: layer
2/3 V3 neuron. The mean response to the stimuli BS
(A) and BM @) in the control condition is the same.
A Ay Case Ich14, single unit. BS decreaBes 0.073; BM
e 0 —m‘ e - e} increaseP = 0.000.C andD: layer 3/4 V3 neuron.
400 300 400 500 600 700 The mean response to BM in the control condition
was significantly smaller than the response to BM
E F (background suppressio®, = 0.000). Case lcill,
— control] single unit. BS decreas® = 0.053; BM increase,
—— control2 P = 0.002.E andF: layer 4 V3 neuron. Background
= K suppression in controR = 0.000. Case Ick14, single
cooling unit. BS decreaseP = 0.000; BM increaseP =
0.008.

50+

0 200 400 600 800 0 200 400 600 800
time after stimulus onset, binwidth = 20ms

->
b i +
(e

stimulus BS stimulus BM

One way to interpret such a rapid effect of feedback inactiie case. The neuron presented on Fig, &1d labeled 2D on
vation on the visual responses of neurons in areas V1, V2, drd. 5A, illustrates a case for which a decrease of response is
V3 is that it results from a change in the gain control of V1-V8bserved despite a strong increase in spontaneous activity.
neurons because cooling decreases the spontaneous activifjefe appears to be a tendency for neurons with significant
MT neurons that send feedback connections to V1-V3 neghanges of BS responses to show a significant change of the
rons. As a result, the spontaneous activity of V1-V3 neurolVel of spontaneous activity. However, the proportions are not
themselves should be affected by the inactivation of MT, arfi@nificantly different between neurons with significant
this should predict the changes of the evoked responses. To §8&nges in BS and those that showed no changes (16/95 vs.
this possibility we examined the relationship between changk®/60; P > 0.05).
in the spontaneous activity of the neurons in areas V1-V3 andn Fig. 5B we present the averaged PSTHSs for 11 neurons for
the changes in the evoked responses. The spontaneous activitieh changes in spontaneous activity were minimal (1 neuron
was measured during the 500-ms periods between the stimUNi 6% change, the other cases below 1%). It is obvious that
presentations, as describedniatHops. Figure 5\ presents a despite such a stable level of spontaneous activity, the response
scattergram of these two variables. In abscissa we plotted fiferease is marked and is observed very early after the begin-
change of V1-V3 spontaneous activity when MT was cooleBiNg of the response. Further arguments against the _eﬁect of
The “plus” (+) symbols indicate the neurons for which theooling on the steady_—state gain control of neurons in areas
change in spontaneous activity was significant (teta24/155 V1-V3 are presented in thescussion
neurons). Both significant increases and decreases of the sporftithough our results demonstrate an early effect of feedback
taneous activity were observed. If a change in the gain control
o neurons should explain th efecis o the evoked responsET1e Aobrar o vor, [ i, e smoricon sy nges
then the dlre_ctlon of .Char.]ges in spontaneous activity should vity alrgady chganged fgr,equently (signifirc)antly for 25 neur’ons) b%tween the
correlated with the direction of the effect on the response to th controls. This poor stationarity of the spontaneous activity may be due to
stimulus BS. It is clear from Fig.Athat this is absolutely not the short period of measure used (se=HoDS).
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>

MT inactivation was present from the very start of the response.
PBS>0.05 For the neuron of Fig.Q, the increase could be observed in the

0 pBS<0.05 o first bin of response (60—80 ms). In the case shown in Eigtte

47+ psP<0.05 > latency of the response is shorter during cooling than in the

o control condition. For these four neurons, the effect was already

4+ S, e signl;icant when the first 100 ms of response were tesed (

3k X 1079).

’ \ . \ The effects were observed from the beginning of the response

8 4 0 4 8 for most but not all the neurons: for 3 neurons among the 14 for

spontancous activity change (spikes) which the response was significantly increased during cooling, the

increase was only present after about 100 ms of response. Simi-

larly, for 3/15 neurons, the response seemed to be decreased only

after more than 50 ms of response.

Average PSTHs for flashed stimuli were computed with
similar methods as described for moving stimuli and are shown
in Fig. 8, A andB, for response decreases and FigC&ndD,
for response increases. Only 13 of the 15 significantly de-
creased responses (and 12 of the 14 significantly increased

MWL DATRO responses) were used to compute the population histograms; as
-200 0 200 400 for the other neurons, the flash response in control condition
time after response onset 0 = [-20 : 0] ms was too small or sluggish to measure the latency reliably. The

FiIG. 5. A relationship between the changes of spontaneous activity andfbean decrease and increase of response during cooling was

BS change (spikes)

w

-— control

40 ¥ cooling

20

normalized response

changes of the mean response to the stimulus BS. The mean number of spiRé§€ and present from the beginning of the response. The
was counted durip 1 s for the stimulus BS and during 1.5 s for the spontarecovery of the control activity was in average almost perfect,
neous activity. Symbols for the significant changes between control agd can be seen from the superposition of the control and

cooling are indicated in the legend (SP, spontaneous activity; BS, stimu ; ;
BS). The point marked 2D is the neuron of Fidd.2B: population histogram N?covery traces. The differences between normalized control

of the responses of 11 neurons whose response to BS was significaﬁ'lﬂ)d COO|II_’lg _responses were computed (FigB &ndD). The
decreased by MT inactivation, whereas there was no change of the level of f@¥el of significance for the response changes was computed
spontaneous activity. Conventions as in Fig. 3 between—120 and 120 ms with respect to the onset latency.
Significant decreases are observed at the beginning of the
connections, this may simply reflect the fact that feedbagksponse (the 1st 10-ms bin of response is significant, Bjg. 8
connections preferentially target neurons with late responsesti§e mean increase is even seen and significant before the
visual stimulation. This was tested by comparing the latencigssponse onset (20-ms bin before the control response onset,
to flashed stimuli of neurons that showed response decreasesigd 8D), since, as observed on FigD7the latency of response
the BS stimulus and neurons showing no significant effects. Asuld be shorter during cooling than during the control. The
evident in Fig. 6, there is no significant difference betweestfect lasts until the end of the response. As in the case of

these two populations, thus supporting the idea that even fgving stimuli, no significant change was observed during the
earliest activated neurons may be influenced by feedback stigériod of spontaneous activity.

uli. One could imagine that only neurons with late latencies are
affected by the feedback from MT, with the consequence that
Responses to flashed stimuli for the population of neurons of one area, the influences of

feedback from MT would be late, even if the affected neurons

We then examined the timing of the effects of MT inaCti[\:Q/'(_are affected at the beginning of the response. This is not the

vation on the responses of neurons to stimuli flashed in the
center. Among the 95 neurons for which tve response was -
stationary enough to assess the effects of MT inactivation, 29 5| ] fll_'g“fumns
neurons were significantly affected. The effects were decreases -

of responses (15 neurons) as well as increases (14 neurons). As
reported elsewhere (Bullier et al. 2000), whether increases or
decreases are recorded depend on the area of recording and the
salience of the stimulus. Two examples of significant decreases
of the response of V1 neurons are shown in FigAandB. ERRAIHA AR A
The PSTH traces for control, cooling, and recovery @pare 0 50 100 150 200

shown, using a binwidth of 20 ms. The decrease of response latency of the flash response (ms)

due to MT inactivation could be observed from the very start. s e, Histogram of theon-response latencies to a bar flashed in the
of the responseA, 60—80 ms;B, 40—60 ms). The neuron of receptive field (RF) center. The latencies were measured in the control con-
Fig. 7B was recorded in layer 4b of V1, which is reciprocallydition. Ninety-two neurons of V1, V2, and V3 had a sizableresponse, and
connected with MT (Shipp and Zeki 1989; Ungerleider anigeir response to BS could be recorded and tested during MT inactivation. The

; ; onse to BS of 25 of these neurons was significantly decreased when MT
Desimone 1986)' This neuron had the shortest latency of as inactivated. The latencies of the flash response of these neurons are shown.

sample (42 ms). Similarly, two examples of significantly inThere is no correlation between the latency of the flash response and the effect
creased responses (Fig.@ andD) indicate that the effect of of MT inactivation on the response to the moving stimulus BS.

—_

B BS decreases

Nb of Obs.




RAPID EFFECTS OF FEEDBACK CONNECTIONS 141

A B
= control 20
70 cooling
“recovery
% Fic. 7. Examples of neuron responses to a bar
4 10 1 flashed against a stationary textured background that
& are significantly decreased or increased by MT inacti-
vation. The tests were done on the mean number of
0 D . /| spikes measured during 500 ms after the stimulus

onset.A andB: 2 examples of significant decreases of
0 200 400 0 200 400 the responseA: layer 2 V1 neuron. Latency 70 ms
C D (measured during the control condition). Case Iball,

single unit,P = 0.000.B: layer 4b V1 neuron. La-

tency= 42 ms. Case lad15, single urit,= 0.000.C
and D: 2 examples of significant increases of the
responseC: layer 3 V3 neuron. Latency= 75 ms
(measured during the control condition). Case Ibp15,
single unit,P = 0.000.D: layer 4c V1 neuron. La-
tency = 78 ms (67 ms during cooling). Case lafl4,
single unit,P = 0.000.

0 200 400

time after stimulus onset, binwidth = 20ms

case, as can be observed on the histograms of the latenciegasfsibility that we explored is that feedback from MT acts on
the neurons tested in V1, V2, and V3 (Fig. 9). There is nihe early part of the responses of those V1-V3 neurons that
tendency for neurons with late latencies to be more frequenggnerate longer latency responses to visual stimulation. While

affected by MT inactivation. this possibility holds for some of our sample, there were several
other examples of neurons that were very rapidly activated by
DISCUSSION visual stimuli, and their earliest activities were also influenced by

he MT inactivation. Thus it appears that the effects of MT
activation on neurons in areas V1-V3 are not or barely delayed
ith respect to visual responses. This conclusion is reached for
E)r h individual neurons and the population.

Our results show that effects of inactivating area MT on tr]t
responses of neurons in areas V1-V3 can be observed on
earliest part of the response, and they can last the wh
duration of the stimulus response. We observed this result
both moving (Figs. 2—6) and stationary, flashed stimuli (Figs. o
7-9). At the population level the increases and decreasesﬁ‘(g)fS ence of effects on the spontaneous activity
responses were always significant 10 ms at the latest after th@©ne possible mechanism to account for such a rapid onset of
response onset. This interval corresponds to the precisionfeédback influence is that the effect does not depend on the
our latency measurements, given the variability of the re&isual responses of MT neurons per se but acts through a gain
sponses and the limited number of stimulus repetitions. Onentrol mechanism that is regulated in some way by the spon-

>

C FiG. 8. Population histogramé:: the responses of
n=13 — control n=12 13 neurons whosen response was significantly de-
(recovery, n=12) BB cooling 100 creased by MT inactivation were pooled. The recovery

; was recorded for only 12 neurons. Conventions as in

Fig. 3A. B measure of the time course of the decrease
of response due to MT inactivation. Conventions as in
Fig. 3B. The horizontal dark bar below the histogram
indicates the bins that were significaht< 0.05) when
2 MCP Wilcoxon exact tests (se&THODS) were done

B L : - - - independently on the 12 bins (120 ms) before response
-100 0 100 200 300 -100 0 100 200 300 onset and the 12 bins after response onset. This histo-
gram shows the excitatory contributions of feedback
connections from MT to then responses of V1, V2,
and V3 neuronsC: the responses of 12 neurons whose
ON response was significantly increased by MT inacti-
vation were pooled. Conventions asAnexcept bin-
width = 20 ms.D: measure of the time course of the
increase of response due to MT inactivation. Conven-
tions as inB, except binwidth= 20 ms. The horizontal
dark bar above the histogram indicates the bins that
were significant P < 0.05) when 2 MCP Wilcoxon
exact tests were done independently on the 6 bins (120
ms) before response onset and the 6 bins after response
onset. This histogram shows the inhibitory contribu-

time after response onset, 0 = [-10 : 0] ms time after response onset, 0 = [-20 : 0] ms tions of feedback connections from MT.
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=95 E= increases (n=14) neurons in sensory cortex (Swadlow 1995). Our extracellular
decreases (n=15) recordings supposedly targeted preferentially excitatory neu-
rons. In addition, this shortening of the latency during inacti-
vation of the feedback could suggest that the MT feedback was
present even before the feed-forward activation arrived. This
could be also the case for neurons with longer latencies.
However, our extracellular recording does not allow to test this
hypothesis, and it could also be that the feedback is precisely
0 50 100 150 200 timed with the feed-forward input.
Latency of response (ms) For moving stimuli, a comparison of the effects of inactiva-
Fic. 9. Histogram of the latencies of the neurmmresponses to the flashed tion on the neuron activity before and after the stimulus has
bar. Ninety-five neurons of V1, V2, and V3 were recorded and tested duriegitered the RF center provides interesting clues as to the type
MT inactivation. The latencies of the significantly affected neurons are sho influences that feedback connections have over lower order
ot e o corlaton btven e atrey f sponseand el L S vncent i the sxamples prosemaa, hardly
by the feedback from MT. any change was observed in the neuron response before the
stimulus activated the main discharge center of the V1-V3 RF.
taneous activity in both MT and V1-V3. We think that such aiWe know that feedback connections are strongly convergent
interpretation is unlikely for five reason$) As demonstrated (Perkel et al. 1986; Salin et al. 1992) and RF centers of MT
in Fig. 5, there is no relationship between changes in sponteurons are much larger than those of neurons in V1-V3
neous activity and changes in evoked responses of neuron§Gattass and Gross 1981). If we assume that the convergence is
areas V1-V3. If there was a relationship, we would expect gich that the RF of MT neurons overlap at least partially those
consistently study neurons that show a response decreaseciritieir target neurons (Salin et al. 1992), then the space-shift
exhibit a decrease in spontaneous activity during MT inactivarould be 3° (the average RF diameter of MT neurons at 2°
tion. However, we observed several examples of spontaneegsentricity). With a maximal speed of 7.5°/s (typical speed
activity increase conjoined to visual stimulation decrease wias 3°/s), the time-shift in arrival time of feedback influences
activity (Fig. 2). 2) For the subset of neurons for which therdés 3/7.5= 0.4 s. When the bar stimulus moves toward the RF
is no change in spontaneous activity, there is a clear eaggnter of a neuron under study in V1-V3, this time-shift is long
decrease of response to visual stimulation (Fig).3) In a enough to activate many MT neurons that could provide feed-
number of neurons (e.g., Fig. 4), there was a decrease of bi&k input to this neuron. Despite this presumably strong
response to the BS stimulus and an increase of the responsexgitatory input (Hupet al. 1998), no clear response is evoked
the BM stimulus. If the results of cooling MT were due to an the neuron, as evidenced by the fact that the activity before
change in gain control related to the lowering of spontaneoti® main response is hardly changed by MT inactivation (Figs.
activity in MT, it is difficult to see how this steady-state gair2—5). This suggests that feedback connections act in a nonlin-
control could cause different effects for different visual stimuliear fashion, boosting responses evoked by feed-forward inputs
4) There were examples of neurons for which the initial anklut not evoking responses per se. This conclusion is reminis-
later phases of the response were differentially affected by MEnt of that made in an earlier publication (Salin and Bullier
inactivation (Fig. 2D andF). This could result from the fact 1995) concerning the feedback connections from MT to V2.
that the effect of the feedback was stronger for certain partsiéd response was evoked in V2 neurons when V1 was inacti-
the RF of the lower order neuron and weaker or nonexistentiated (Girard and Bullier 1989; Schiller and Malpeli 1977)
other regions. Such observations are difficult to explain on thlespite the extensive feedback input from MT to V2 carrying
basis of a gain control change due to the decrease of sporstaeng residual activity in MT when V1 is inactivated (Girard
neous activity in MT neuron®) Finally, there were exampleset al. 1992; Rodman et al. 1989). A comparable amplification
of V1-V3 neurons for which the spontaneous activity changed convergent inputs has been demonstrated for multisensory
between acquisition of two control measures, or between careurons in the colliculus (Meredith and Stein 1983; Wallace et
trol and recovery, but there was no change at all in the respo$e1998). Interestingly enough, the potential for response am-
to the stimulus (when MT was active), even though MT inaglification was greatest when responses evoked by individual
tivation induced a change in response (Fig).2 stimuli were weakest (Meredith and Stein 1986), as in our case,
We believe that these observations effectively counteract ti@sponses to low salience stimuli most gain from the feedback
suggestion that the MT influences over area V1-V3 neurongtiem MT (Hupeet al. 1998).
mediated by changes in gain control based on spontaneous

activity. How is such a rapid effect of feedback possible?

—
h

)

Nb of Obs.

(%]

Mechanisms Based on hierarchical schemes of cortical connectivity and
widely held beliefs on timing of top-down influences, rapid
For flash responses, when MT is inactivated, response &ffects of feedback connections are unexpected. However, a
creases of area V1-V3 neurons occur earlier than responsenber of arguments are consistent with rapid feedback ef-
decreases (Figs. 7 and 8). These observations suggest fibets. First, it is known that the spectrum of response latencies
disynaptic inhibitory influences are transmitted very rapidlgf neurons in higher-order areas overlap very broadly with the
from MT. This view is consistent with early inhibitory dips inresponse latencies of lower order neurons, and many are not
neuronal responses in V1 and V2 (Nowak et al. 1999) and witnger than the latencies of the lower order neurons. For
the fact that inhibitory neurons appear to be the first activatestample, single neuron studies and current source density
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analyses show that neurons in area MT have latencies that,T@mvee et al. 1993) after the signals have also been treated by
average, are shorter than the latencies of neurons in V2, dngher cortical areas and fed back to the lower areas. The latter
only a few milliseconds longer than the latencies in areas \slgnals may be highly relevant to dynamic temporal and spatial
and V3 (Maunsell 1987; Nowak et al. 1995; Raiguel et ahspects of RF properties (DeAngelis et al. 1995; McLean et al.
1989; Schmolesky et al. 1998; Schroeder et al. 1998). It 1994; Ringach et al. 1997). Thus the fast feedback connections
therefore possible that at least some of the MT neurons emnsure interactions between the activating and feedback signals
sponding with short latencies are specifically involved in feednd that include the early part of the response.
back connections. Another point of interest concerns the spee@®ther authors suggested that feedback effects be relegated to
of feedback connections. Since feed-forward and feedbatle later phase of the response (Lamme et al. 1998a,b). Our
fibers have similar conduction velocities (Nowak et al. 1997)esults do not preclude the possibility that feedback signals
and feed-forward projections from V1 to MT are extremelglso influence the late part of the responses. In fact, we ob-
rapid (Movshon and Newsome 1996), it could well be thaerved in a few neurons a late effect of MT inactivation. More
some signals are transmitted from MT to V1-V3 in only 1 osurprising is the fact that Lamme and colleagues (Lamme et al.
2 ms. Thus given the early activation of MT neurons by visudl999; Lee et al. 1998) observed that the late part of the
stimuli and the fast conduction velocity of feedback connecesponse of V1 neurons (beyond 100 ms after response onset)
tions, it is not surprising that feedback connections could asais modulated for the coding of figure/ground segmentation.
very rapidly (within 10 ms) on the responses of neurons @ur stimuli tested also figure/ground discrimination (Hugte
lower order areas. In fact, given the strong pressure to redwate1998), and we did not observe such a delay. Several meth-
the number of thick (and thus rapid) rapid cortico-corticaddological reasons may explain these contrasting results. First,
axons in higher order vertebrates (Murre and Sturdy 1995), tteeir experiments used awake monkeys. Some of the late
very fact that feedback connections are fast conducting sugedulations might be due to attention. The fact that anesthesia
gests that their actions must be rapid. suppressed the late figure/ground component (Lamme et al.
It has been argued that the early responses of neurons in d&@@8a,b) indicates that we did not test similar properties of the
MT could be explained by a fast parallel pathway that bypassasurons. Second, they used flashed stimuli, whereas we used a
V1 (Ffytche et al. 1995). Anatomical studies have revealdzar that was already moving before entering the RF of the
anatomical pathways that pass through the superior colliculusuron under study.
and pulvinar (Standage and Benevento 1983; Ungerleider et alln our paradigm, we were in a situation where a moving
1984), or directly through the lateral geniculate nucleus (Friégrget could be continuously identified when partly hidden in a
1981; Yukie and Iwail981), to reach the superior temporabackground, a situation that often occurs. The fact that in any
sulcus. This pathway likely supports the persistent activity given part of the visual field the motion cue was always
MT neurons when V1 is inactivated (Girard et al. 1992) cavailable to V1, V2, and V3 neurons as soon as they start to fire
lesioned (Rodman et al. 1989). Moreover, this pathway may lsean important result that helps us to understand why motion
very fast because visual latencies as short as 30 ms have heeuch a powerful cue for precise and sustained segmentation.
reported in the inferior pulvinar (Benevento and Port 1995) aid our view, V1, V2, and in a lesser extent V3 neurons treat
in its target layer 2 of area MT (Raiguel et al. 1999). It remairlscal information with their small RF. The early feedback
to be tested directly whether this transcollicular-pulvinar routafluences from neurons with larger RF allow the V1 neurons
supports the short visual latencies in MT/V5 to flashes and fastintegrate also global information, as in the case of figure/
stimuli, as suggested by the studies of the human brajround discrimination (Hupest al. 1998). This local/global
(Ffytche et al. 1995). integration by neurons of low level areas could also be in-
Knowledge of pathways and speed of transmission are iwvelved in the processing of kinetic boundaries (Marcar et al.
portant both for guiding interpretation of our results and for thE994, 1995). Our results further suggest that the time course for
generality of our conclusions. If the by-pass pathway to MT imotion segmentation may not be longer than for motion dis-
shown to be fast, the significance of our results on feedbaclkmination, contrary to what was reported in a psychophysical
effects is attenuated because the results could equally wellstedy (Masson et al. 1999). But their task required the three-
interpreted in terms of blockade of one of two pathways thdtmensional perception of multiple surfaces moving through or
converge. Even though such results are interesting in their oawer each other, and involved therefore more complex and
right, they have little significance for signals interactions in othebviously different mechanisms than those addressed by our
cortical areas. However, we are inclined to believe that the effestmple stimuli. Using a simpler figure/ground discrimination
we have identified are mediated by true feedback pathways. In taek, Moller and Hurlbert (1996) observed an improvement of
following paper (Hupeet al. 2001), we show that a similarmotion segmentation with stimulus duration; yet with stimulus
observation is made on the responses of V1 neurons when area\gation of <60—-80 ms, their broadest segmentation targets
is inactivated by GABA.: effects are observed on the early part (§.72°) were detected at a lower speed threshold than that
the responses to flashed stimuli, even for neurons with shagtjuired for motion detection, thus demonstrating a fast mech-

latencies to visual stimuli. anism for detecting relative motion between target and back-
ground (Moller and Hurlbert 1996).
Conclusion Our results are also very important for the interpretation of

many physiological results. Briefly, when complex properties
The consequence of our results is that the visual cortek neurons are found that lag the onset of the response, this
should be considered as temporally compact. One possititees not mean that feedback connections are involved'(Biupe
function of rapid feedback influences is to allow neurons tl. 2001). When complex properties do not lag the onset of the
produce their most significant response (Heller et al. 199%®sponse, this also does not mean that these properties are
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obligatorily shaped by their feed-forward inputs (Hugteal. LAwME VAF, RODRIGUEZRODRIGUEZ V, AND SPEKREIISEH. Separate process-
1998). However, late modulations (Lamme et al. 1999) can bdng dynamics for texture elements, boundaries and surfaces in primary visual

. . . cortex of the macaque monke@ereb Cortex9: 406—413, 1999.
due to feedback connections. Some complex stimuli that WS\/IME VAF, Super H, AND SPekrelSE H. Feedforward, horizontal, and

did not test in this study, or attention, could also lead t0 ateedback processing in the visual cort&rr Opin Neurobiol8: 529-535,
delayed involvement of feedback connections. The role of1998a.

feedback connections can therefore not be suggested by lthewe VAF, ZipserK, anp SpexreiseH. Figure-ground activity in primary
temporal properties of lower order neurons. This further un-Visual cortex is suppressed by anestheBieoc Natl Acad Sci USA5:

derlines the importance of reversible inactivation studies for3263-3268, 1998b.
. . . . . EE TS, MumMFORD D, RoMERO R, AND LAMME VAF. The role of the primary
underStandmg the IOg|C of cortico-cortical connections (Wa “visual cortex in higher level visiorVision Res38: 24292454, 1998.

duffel et al. 1997) in the visual cortex, that must be conceptUomser SG, Ryne BR, ano HoreL JA. The cryoloop: an adaptable reversible
alized as a network of interacting areas responding with neareooling deactivation method for behavioral or electrophysiological assess-
simultaneity, rather than as a pipeline-type architecture. ment of neural function) Neurosci Method86: 179-194, 1999.
LubBrook J. On making multiple comparisons in clinical and experimental
pharmacology and physiologglin Exp Pharmacol Physiol8: 379-392,
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