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\textbf{A B S T R A C T}

Due to signal distortion, speech comprehension in cochlear-implanted (CI) patients relies strongly on visual information, a compensatory strategy supported by important cortical crossmodal reorganisations. Though crossmodal interactions are evident for speech processing, it is unclear whether a visual influence is observed in CI patients during non-linguistic visual–auditory processing, such as face–voice interactions, which are important in social communication. We analyse and compare visual–auditory interactions in CI patients and normal-hearing subjects (NHS) at equivalent auditory performance levels. Proficient CI patients and NHS performed a voice-gender categorisation in the visual–auditory modality from a morphing-generated voice continuum between male and female speakers, while ignoring the presentation of a male or female visual face. Our data show that during the face–voice interaction, CI deaf patients are strongly influenced by visual information when performing an auditory gender categorisation task, in spite of maximum recovery of auditory speech. No such effect is observed in NHS, even in situations of CI simulation. Our hypothesis is that the functional crossmodal reorganisation that occurs in deafness could influence nonverbal processing, such as face–voice interaction; this is important for patient internal supramodal representation.
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1. Introduction

In profoundly deaf individuals, cochlear implant (CI) remains the most efficient solution to recover speech intelligibility and to restore social interaction to improve patient quality of life. However, sound processing performed by the implant provides only a crude signal that lacks fine spectral information. As a result, while cochlear implants afford acceptable levels of speech comprehension, spectral degradation impacts the ability of CI patients to process non-linguistic aspects of speech, such as changes in prosody and intonation (Green, Faulkner, Rosen, & Macherey, 2005; Marx et al., 2015; Peng, Chatterjee, & Lu, 2012) and most other voice features. Indeed, CI patients present deficits in discriminating human voice from environmental sounds (Massida et al., 2011, more specifically in recognising other voice attributes, such as gender, familiarity, or emotions of the speaker (Fu, Chinchilla, Nogaki, & Galvin, 2004; Fu, Chinchilla, & Galvin, 2005; Kovacic & Balaban, 2009; Massida et al., 2013).

However, in addition to the technical limitations of the implant processor, it should be considered that the brain reorganisation that occurs during deafness could be implicated in the global deficit present in CI patients during voice processing as this has been proposed for auditory speech comprehension deficits (Lazard, Innes-Brown, & Barone, 2014). There is now compelled evidence that the success of CI for speech perception is highly dependent on the age at which the implantation is performed (Kral & O'Donoghue, 2010). This reflects the potential of brain plasticity, which is critical for the recovery of auditory function through the neuroprosthesis development (Lee et al., 2001; Lee et al., 2007), and even in adults (Strelnekov et al., 2015). Brain imaging studies point to a network of areas along the superior temporal sulcus and gyrus (STS and STG) that are specifically sensitive to human voice stimuli (Belin, Zatorre, Lafaille, Ahad, & Pike, 2000; Kriegerstein & Giraud, 2004; Pernet et al., 2015) This set of areas is referred to as temporal voice areas (TVAs) (Belin, Zatorre, & Ahad, 2002) and can be subdivided in various regions with distinct implications in human vocal sounds processing (Pernet et al., 2015). In adult CI patients, TVAs are shown to be poorly activated by voice stimuli (Coez et al., 2008), a result that questions their functional integrity after a prolonged period of auditory deprivation. Further, it was demonstrated in deaf patients that the STS region, as part of the TVAs, is subject to crossmodal reorganisation during deafness. Firstly, it has been shown that the STS region responds to visual sign language in early deaf signers (Sadato et al., 2004) and similarly, the auditory TVAs are involved in visual speech processing through lip-reading in postlingual CI deaf patients (Rouger et al., 2012). In the cases of less severe hearing loss, there are also some indications of the take-over of the temporal auditory regions by visual functions (Campbell & Sharma, 2014). Lastly, there are numerous converging studies that demonstrate that the level of crossmodal reorganisation of the temporal auditory areas (STS and STG) is inversely related to the level of CI outcomes in young (Lee et al., 2007) and adult (Strelnekov et al., 2013) CI deaf patients. While none of these studies provide evidence for a causal relationship between the cross-modal (visual) recruitment of temporal regions and deficient auditory processing in CI patients, these observations have been interpreted as a maladaptive impact of crossmodal reorganisation (discussed in (Heimler, Weisz, & Collignon, 2014)). Based on these interpretations, our hypothesis is that the TVAs have lost part of their functional integrity in CI patients (Coez et al., 2008), a phenomena that could be responsible to some extent for the deficit of CI patients in processing human voices and their attributes. While the crossmodal reorganisation tends to decrease in the auditory temporal regions with the patients recovery of auditory speech comprehension (Chen, Sandmann, Thorne, Bleichner, & Debener, 2016; Doucet, Bergeron, Lassonde, Ferron, & Lepore, 2006; Rouger et al., 2012), we have no cues on how face–voice interactions are affected in CI patients. Recent evidence indicating that in CI users the auditory cortex responds to visual face stimuli (Stropahl et al., 2015) suggests that the integrative processing of the natural human face and voice stimuli could probably be different in CI deaf patients. Therefore, it is critical to assess how visual information can interfere with auditory voice processing in deaf CI patients.

The voice signal, considered as the auditory face (Belin, Bestelmeyer, Latinus, & Watson, 2011; Belin, Fecteau, & Bedard, 2004), carries speech information as well as non-speech identity information about gender, age, physical factors, and emotions. In addition, visual and vocal information about the speaker's state of mind shows strong complementarity, as paralinguistic (Foxton, Brown, Chambers, & Griffiths, 2004; Munhall, Jones, Callan, Kurate, & Vatikiotis-Bateson, 2004) or affective information is also supported by cross-modal face–voice interaction (Collignon et al., 2008; de Gelder & Vroomen, 2000). Based on such strong complementarity, models of face–voice interactions have been proposed involving an internal supramodal representation of the person (Campanella & Belin, 2007). While visual–auditory interactions for speech comprehension have been substantially addressed in CI deaf patients (Barone & Deguine, 2011 for review), to our knowledge, the literature shows no indication on how facial information can influence voice processing. However, the recent observation of a crossmodal activation of the auditory cortex by visual face presentation in CI patients (Stropahl et al., 2015) suggests a probable impact of deafness on face–voice interactions. Concerning speech processing, CI patients rely strongly on visual–auditory interactions, because the visual information obtained from lip-reading allows disambiguation of the impoverished signal delivered by the implant and acts as an enhancement of the signal-to-noise ratio for speech comprehension in a noisy environment (Ross, Saint-Amour, Leavitt, Javitt, & Foxe, 2007; Sumby & Pollack, 1954). By analogy with what is reported for speech, our hypothesis is that bimodal face–voice interactions should be prominent in CI patients, in light of their difficulties in perceiving voice features, even after a long period of experience with the implant (Massida et al., 2011, 2013).}

Furthermore, during speech processing, when there is a mismatch with the auditory signal, such as in the McGurk protocol (McGurk & Macdonald, 1976), CI patients are highly sensitive to visual information, and they tend to respond toward the visual modality (Desai, Stickney, & Zeng, 2008; Rouger, Fraysse, Deguine, & Barone, 2008), while normal-
hearing subjects (NHS) fuse both types of information. However, it is unclear how the visual bias observed in CI patients is dependent on the level of auditory speech recovery (Rouger et al., 2008; Tremblay, Champoux, Lepore, & Theoret, 2010) as some previous studies showed that it is restricted to patients with low and medium auditory recovery (Champoux, Lepore, Gagne, & Theoret, 2009). As a result, in order to infer that abnormal face–voice interactions in CI patients are independent from the level of speech recovery with the CI, it is critical to analyse and compare visual–auditory interactions in CI patients and NHS at comparable performance levels in the auditory modality. To achieve this constraint, first we recruited highly experienced CI patients with at least one year of implant experience and with the criteria of presenting high performance level in speech comprehension. In addition, the impact of visual information on the auditory processing of such highly infrequent patients is further compared to NHS stimulated with distorted auditory information that simulates the processing of a CI.

We asked CI deaf patients to perform a voice-gender categorisation from a morphing-generated voice continuum between a male and a female speaker, while ignoring the presentation of a male or female visual face. We expected a strong visual influence from the visual modality in CI patients, an interaction that should be more robust than that observed for speech-based processing, on the assumption that face and voice information are automatically merged (Amedi, Malach, & Pascual-Leone, 2005). Furthermore, we asked if such strong face–voice interactions can be observed in experienced CI patients with a high level of recovery in speech-processing. Indeed, in the present study when compared to NHS undergoing a CI simulation, our results clearly demonstrate that experienced CI patients are much more sensitive to face information during incongruent visual–auditory situations. Such results represent further evidence that the predominant influence of the visual modality, in cases of conflicting or ambiguous multimodal conditions, is independent of the level of auditory speech recovery. We hypothesise that because CI patients rely strongly on visual–auditory synergy to process auditory information, they are more susceptible to visual interference. Lastly we proposed that this phenomenon could probably be supported by the functional crossmodal reorganisation of the auditory temporal areas, including the TVAs that occurs during deafness, a hypothesis that needs further investigation based on objective brain imaging data.

2. Materials and methods

2.1. Participants

2.1.1. Normally hearing

A group of 32 native-French-speaking NHS (16 men, age 25 ± 7 mean ± SD) with no self-reported history of auditory, neurological, or psychiatric disorders participated in the study and performed a voice-gender categorisation task. Twenty-two of the 32 NHS were asked to perform the voice-gender categorisation task using only the original voices. The other 10 participants performed the task with a vocoding condition in addition to the original voices.

2.1.2. CI deaf patients

Fourteen CI deaf patients (age 61.71 ± 14 years mean ± SD; men) participated in the study. The cohort of CI patients is older than the set of control subjects, the latter having been selected to present optimal performances in processing auditory information. However, while aging can be an important issue on perceptive and cognitive functions [see Baltes & Lindenberger, 1997], it is important to mention that a large proportion (6/14) of the CI patients presented an age range below 60 years which cannot be considered as within the critical period for sensory decline. Nevertheless, we cannot exclude that part of the differences with NHS could be influenced by the age of the CI patients. In addition, as CI outcomes for speech depend also on various psycho-cognitive functions we believe that these experienced CI patients have a high probability of presenting preserved cognitive functions in spite of their relative higher age.

All patients had postlinguistically acquired profound bilateral deafness (defined as hearing loss of ≥90 dB) of diverse aetiologies [see Table 1] and durations [11.51 ± 9 years mean ± SD]. Clinical implantation criteria included word and open-set sentence auditory-recognition scores below 30% under best-aided conditions with conventional acoustic hearing aids. All CI patients received a Nucleus (Cochlear) implant (CI-22 or CI-24), with a range of different sound-coding strategies (ACE, SPEAK). These patients were carefully selected according to a criterion of successful auditory recovery in terms of speech comprehension post-implantation. We have arbitrarily chosen a selection criterion of above 65% of auditory speech comprehension based on our previous analysis regarding the dynamics of recovery (Rouger et al., 2007). These “expert patients” had been implanted for at least 1 year at the time of testing (CI experience 7.61 ± 9 years mean ± SD) and they showed optimal recovery of speech intelligibility with word or open-set sentence auditory recognition (86.07± 11% mean ± SD correct for auditory disyllabic words in quiet). The main criterion was the high proficiency of the patients in clinical speech-perception scores and the duration of at least one year post-implantation was chosen to ensure the stability of their good performance. For the present study, performance in voice-gender discrimination was measured during regular visits to the ENT department following a standard rehabilitation program. All patients gave their full, informed consent prior to participation in this study in accordance with the Declaration of Helsinki (1975), and institutional ethics committee approval was obtained (CPP Sud-Ouest et Outre Mer 1, no’08 261 03).

2.2. Stimulus and procedure

All stimuli were developed at the Voice Neurocognition Laboratory of the University of Glasgow (http://vnl.psy.gla.ac.uk). We used a subtest of the Voice Perception Assessment (VPA) battery (see http://experiments.psy.gla.ac.uk/experiments/assessment.php?id=35) that was used in a study on voice-gender performance in CI patients (Massida et al., 2013). The task requires participants to categorise by gender voice stimuli from a morphing-generated voice continuum between a male and a female voice speaking the same syllable “had”. The
### Table 1 – Patient characteristics.

<table>
<thead>
<tr>
<th>Patient</th>
<th>CI experience</th>
<th>Aetiology</th>
<th>Speech comprehension</th>
<th>Pure tone</th>
<th>Vix inc</th>
<th>Vix cong</th>
<th>Vix AV</th>
<th>Slope AV</th>
<th>Slope A</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI01</td>
<td>66 F</td>
<td>Unknown</td>
<td>32</td>
<td>7.5</td>
<td>100</td>
<td>42</td>
<td>0.04</td>
<td>0.04</td>
<td>0.31</td>
</tr>
<tr>
<td>CI02</td>
<td>43 M</td>
<td>Chronic otitis</td>
<td>2</td>
<td>18</td>
<td>90</td>
<td>27</td>
<td>0.57</td>
<td>0.00</td>
<td>0.51</td>
</tr>
<tr>
<td>CI03</td>
<td>53 M</td>
<td>Unknown</td>
<td>15</td>
<td>1</td>
<td>65</td>
<td>37</td>
<td>0.06</td>
<td>0.08</td>
<td>0.55</td>
</tr>
<tr>
<td>CI04</td>
<td>69 F</td>
<td>Unknown</td>
<td>10</td>
<td>6</td>
<td>75</td>
<td>37</td>
<td>0.08</td>
<td>0.08</td>
<td>0.57</td>
</tr>
<tr>
<td>CI05</td>
<td>49 M</td>
<td>Unknown</td>
<td>8</td>
<td>8</td>
<td>90</td>
<td>33</td>
<td>0.00</td>
<td>0.08</td>
<td>0.50</td>
</tr>
<tr>
<td>CI06</td>
<td>52 F</td>
<td>Unknown</td>
<td>16</td>
<td>14</td>
<td>100</td>
<td>40</td>
<td>0.05</td>
<td>0.07</td>
<td>0.49</td>
</tr>
<tr>
<td>CI07</td>
<td>66 F</td>
<td>Congenital</td>
<td>8</td>
<td>6</td>
<td>80</td>
<td>38</td>
<td>0.00</td>
<td>0.00</td>
<td>0.50</td>
</tr>
<tr>
<td>CI08</td>
<td>86 F</td>
<td>Unknown</td>
<td>7</td>
<td>1</td>
<td>NA</td>
<td>NA</td>
<td>0.20</td>
<td>0.33</td>
<td>0.36</td>
</tr>
<tr>
<td>CI09</td>
<td>61 F</td>
<td>Otospongiosis</td>
<td>24</td>
<td>1.5</td>
<td>75</td>
<td>30</td>
<td>0.10</td>
<td>0.33</td>
<td>0.36</td>
</tr>
<tr>
<td>CI10</td>
<td>86 M</td>
<td>Otospongiosis</td>
<td>20</td>
<td>2</td>
<td>100</td>
<td>25</td>
<td>0.00</td>
<td>0.33</td>
<td>0.36</td>
</tr>
<tr>
<td>CI11</td>
<td>46 F</td>
<td>Meningitis</td>
<td>9</td>
<td>13</td>
<td>90</td>
<td>47</td>
<td>0.00</td>
<td>0.33</td>
<td>0.36</td>
</tr>
<tr>
<td>CI12</td>
<td>67 M</td>
<td>Unknown</td>
<td>5</td>
<td>6</td>
<td>70</td>
<td>25</td>
<td>0.00</td>
<td>0.33</td>
<td>0.36</td>
</tr>
<tr>
<td>CI13</td>
<td>71 F</td>
<td>Unknown</td>
<td>12</td>
<td>9</td>
<td>90</td>
<td>25</td>
<td>0.00</td>
<td>0.33</td>
<td>0.36</td>
</tr>
</tbody>
</table>

NA for slopes is indicated for patient CI11 who was completely driven by visual stimulation in the audiovisual (AV) conditions ignoring the auditory stimulation. As it is impossible to calculate the slope of a flat line, he was excluded from the analysis of slopes in AV performance. As for the auditory (A) condition, he was included in the analysis of this condition. NA non available due to the low fitting to a sigmoid function.

**Note:**
- CI01, CI02, CI03, CI04, CI05, CI06, CI07, CI08, CI09, CI10, CI11, CI12, CI13, CI14 are patient IDs.
- CI experience refers to the years since CI implantation.
- Aetiology includes causes such as unknown, unknown, chronic otitis, congenital, otospongiosis, meningitis, etc.
- Speech comprehension score is given in terms of % of words understood.
- Pure tone average is measured in dB.

**Source:**
- Auditory interactions in CI users (Champoux et al., 2009). From this face/voice pairing, we obtained five congruent AV simulations (AVc) in which a male (or female) voice was presented with a male (or female) face. Conversely, we obtained five incongruent face–voice associations (AViC). Visual stimuli consisted of two colour photographs of a male and a female that we selected to be highly representative, as these faces were 100% categorised as male or female by 10 extra subjects. The stimuli were reworked.
using Adobe Photoshop and were normalised for light and contrast using Matlab 6.5.

Subjects were tested in a sound-attenuated chamber with volume adjusted to 72 dB SPL. NHS were tested at the CerCo Laboratory and CI patients at the Purpan, Toulouse. Auditory stimuli (16-bits, stereo, 22,050 Hz sampling rate) were presented binaurally via Sennheiser Eh 250 headphones.

First, CI patients and NHS were tested in the AV condition, during which the 220 face–voice-paired stimuli were randomly presented (22 face–voice combinations repeated 10 times). After a rest, the participants were asked to categorise voice-gender in an A condition (11 voices repeated 10 times) presented in random order. A set of 10 out of the 32 NHS performed the A and AV tasks with the two-channel vocoding condition added.

Participants were asked to perform a forced-choice gender categorisation, focusing their attention on the auditory input rather than the face. NHS were tested with a 1 sec inter-trial delay (between the response and the new presentation), with the instruction to respond as quickly and accurately as possible using the left or right control buttons of the computer keyboard corresponding to their answer (male or female). CI patients were tested with a 1.5 sec inter-trial delay and were instructed to answer as accurately as possible, with no reference to reaction time. The response keys were counterbalanced across subjects.

2.3. Data analysis

We calculated the rate of responses “female” for each of the 11 voices, from the male voice to the female voice. A Boltzmann sigmoidal function was fitted to the response points using a non-linear least-squares procedure (Levenburg—Marquard algorithm, Origin v6.1) to evaluate the categorisation response on multiple criteria (see Massida et al., 2013, Fig 1a). First, we measured, on a curve, the stimulus for which the subjects present a chance level response (50%) corresponding to the ambiguous voices (C50 threshold). Second, we measured the slope at this point of the curve. Third, we analysed the percentage of correct gender recognition at the extremes for the unambiguous voice stimuli.

To analyse the effect of simultaneous presentation of a visual face on voice categorisation performance, we computed, for each subject, a Visual Impact index (VIx), obtained from the psychometric functions in the A and AV conditions (Fig 1a). First, we calculated the area under the curve (AUC) of the psychometric functions separately for each side (male or female) of the continuum. This computation was made in A, Avc, or AVic conditions. The values were standardised through a mirror image with respect to the response rating code (male or female) to be comparable between each side of the continuum. VIx corresponds to the ratio of the surface area obtained in A and AV conditions normalised with respect to the A conditions (VIx = AV – A/A), the AV conditions (female and male face) are averaged. If the presentation of a visual face influences the voice gender categorisation, we should observe an increase of the AUC representing a facilitator effect in case of congruency. This would increase the VIx values. Inversely, in the case of incongruence between the voice and face stimuli, the AUC would be reduced as well as the visual index. Values close to zero indicate an absence of influence of face presentation on auditory categorisation. In addition, a shift of the sigmoid function toward the visual stimuli should also be expressed as a shift in the C50 Threshold.

Direct comparisons of the performances (VIx, slope values) between groups were performed using the bootstrap method with bias-corrected and accelerated confidence intervals (Carpenter & Bithell, 2000) because these values were not normally distributed. For the same reason, non-parametric Spearman rank correlations with VIx were used in the analysis. The data for each group were re-sampled 10,000 times to obtain a distribution of 10,000 stimulated observations and the mean of the sample. On the basis of this simulated distribution, the effect was considered significant if there was no overlapping of confidence intervals at p < .05. Since comparison of values that do not differ from zero would not be informative, we first tested for a significant deviation from zero amongst the VIx and slope values (corrected alpha level = .0083). In the case of absence of significant difference, we provide the uncorrected p-values .05 for bootstrap as a more liberal threshold. All data are presented in the results using the mean and the confidence interval of the mean (in brackets).

3. Results

Because CI recipients rely strongly on visual cues, our goal was to assess the influence of the presence of a face on auditory voice categorisation, with the expectation of a bias in CI patients toward information provided through the visual modality. First, we compared the performances of the expert CI patients in A and AV conditions to compute a VIx, before comparing these VIx values to those obtained in NHS stimulated with an original or vocoded voice stimulus.

3.1. Voice-gender categorisation in original conditions

Fig. 1b illustrates the psychometric function of the NHS during the A-only categorisation task. As shown in a previous study (Massida et al., 2013), subjects categorised correctly the unambiguous voice at the extremities. When stimuli were closer to the androgynous voice (50% on the continuum), subjects categorised the voice as female half of the time and male the other half. Globally, the psychometric curves of the participants can be fitted with a sigmoid function.

The CI patients were selected based on a very high level of auditory speech comprehension recovery following at least 1 year of experience with the implant. However, while we did not have any prediction on their performances, they presented an impressive outcome close to normal performance in categorisation (Fig. 1d). None of the parameters derived from the psychometric functions were significantly different between NHS and CI patients at corrected and uncorrected levels (slope: CI: .34 [.26; .41], NHS: .64 [.36; 1.69], n.s., p < .05; AUC “Male” side: CI: .67 [5; .09], NHS: .65 [5; .51; .83]; AUC “Female” side: CI: 4.07 [3.52; 4.32]; NHS 4.31 [4.09; 4.46], n.s., p uncorr. < .05). Therefore, it was possible to compare visual—auditory interactions in CI patients and NHS in subject
groups presenting an equivalent performance level of voice-gender categorisation in the auditory modality alone. However, it is important to keep in mind that the results obtained in the “expert patients” are not representative of the general weaker performance in voice-gender discrimination observed in larger populations of CI users (Kovacic & Balaban, 2009; Massida et al., 2013).

For the NHS in the AV conditions, during which the task was to concentrate on the auditory stimuli only, simultaneous presentation of the visual face had no effect on performance. As shown in Fig. 1b, the performances of the NHS were very similar in A and AV conditions, irrespective of the gender of the face presented and of the congruency condition (AVc and AVic). Consequently, the visual index (VIx) values were not significantly different from zero at the corrected and uncorrected levels in the AVc (.01 [.01; .03], p uncorr. < .05) and AVic (.014 [.04; .01], p uncorr. < .05) conditions.

In contrast, in CI patients, we observed a strong influence from presentation of the face on auditory categorisation. As shown in Fig. 1d, when a face was simultaneously presented, the psychometric function was notably shifted toward the gender carried by the face, particularly when the face was incongruent with the voice (e.g., a male face paired with a voice on the female side of the continuum). This effect is expressed as a decrease in slope values in AV compared to the A condition (.15 and .17 in AV vs .22 in A-only). Furthermore,
we noted a decrease in gender recognition performance for the extreme unambiguous voices in AVic conditions compared to the auditory condition (15% [6; 36] vs 3.7% [0; 6]), respectively, p uncorr. < .05.

Thus, visual impact (Fig. 2) that takes into account performance across the continuum is significantly different from zero only in patients for the AVic presentations (−19 [−.06; −.50], p < .0083). However, CI patients present a strong inter-individual variability in the VIx values (see Sup. Fig. 1) and 3 of them present a large influence of the incongruent visual face. Still a significantly negative value of VIx persisted even after excluding, from the analysis, the three patients with the most negative VIx (−.06 [−.02; −.16], p < .0083). Such result suggests that, in spite of a large variability, the results are still resistant to the exclusion of possible outliers. It is important to mention that the 3 patients with the most extreme VIx values were the youngest patients of the CI group, an observation that is in favour of the absence of an effect of aging for the higher visual bias observed in CI users. However, since the two groups differed not only in terms of hearing status but also in terms of age, a potential confounding effect of age cannot be excluded. In the congruent AVc condition, VIx was not different from zero even at the uncorrected level (.05 [−.03; .025], p uncorr. < .05). Again, the values were also quite heterogeneous in this congruent AV condition and one CI patient presented a large VIx suggesting a strong facilitating influence of the visual facial stimulus during a congruent AV presentation. However, at the population level such effect was not significant.

First, these data reveal a dichotomy in the impact of presentation of facial information on auditory voice processing. The significantly negative values of VIx signify that a deleterious effect is present in the AVic situation. However, that VIx does not differ from zero in the AVc condition (bootstrap) suggests no facilitatory influence of the visual information on voice-gender categorisation when the auditory and visual stimuli are semantically congruent.

Importantly, the bootstrap analysis confirms that the VIx is much more negative in CI recipients compared to NHS in the AVic (CI: −.19 [−.10; −.33]) (NHS: −.014 [−.04; .01], p < .05) condition but in the AVc condition both do not differ from zero. Thus, in CI patients, bimodal stimulation is deleterious in AVic condition. None of the effects (facilitatory or deleterious) are observed in NHS.

Because the task of gender categorisation was a difficult task for CI patients (Massida et al., 2013), they were tested with no specific instruction of speed and with constant ITDs in order to reduce the difficulty of the test. Further, we applied the same protocol as the one performed on a different and larger set of CI patients with variable CI duration exposure (Massida et al., 2013) to insure and validate the reproducibility of the results in the A-only condition. In this situation, there was no justification to compare the reaction times of patients and control subjects as CI patients were much slower to respond (1.16 sec vs .73 sec, respectively). However, it is interesting to mention that both groups present an increase of the RTs values when the voices are approaching the most ambiguous androgynous voice (see Sup. Fig. 2) suggesting that CI patients have developed a similar behavioural response type. Interestingly, in CI users we observed a shortening of RTs in AV compared to A-only conditions (1.20 sec vs 1.12 sec) but no such multisensory effect was present in NHS (see Sup. Fig. 2). These results reinforce the hypothesis towards a higher sensitivity in CI patients to facial information while processing auditory voice.

3.2. Voice-gender categorisation by NHS in degraded condition

Our results clearly demonstrate a strong influence of face presentation on auditory voice categorisation in CI deaf patients. However, when considering the strong association between face and voice during personal identity processing, one might plausibly interpret such effect of face in CI deaf...
patients as resulting from an imbalance in favour of the visual channel because of the degraded information delivered by the implant. Indeed, there is now a vast literature showing that multisensory interactions are prominent in situations that are approaching the perceptual threshold (Ross et al., 2007). To rule out this possibility and to attribute this effect, in CI users, to a functional adaptation induced by deafness, we compared the performances of the CI deaf patients to those obtained in NHS, tested through simulation of a CI processor (vocoding). This comparison has been efficient to demonstrate that CI users can present stronger audio–visual integration for speech (Rouger et al., 2007) while it is limited by the fact that control subjects are naïve to the CI simulation.

In conditions of degraded auditory stimulation, NHS presented strong impairment in voice–gender categorisation, as illustrated in Fig. 1c. The psychometric function presented a weaker slope compared to that obtained in the original voice condition (.15 [.11; .19] vs .64 [.36; 1.69], p < .05, bootstrap), and performance levels were much lower for the extreme unambiguous voices (.88.3% [.81; 93.3] vs 96.3% [93.7; 100], p < .05, bootstrap). Such performances are close to those observed in inexperienced CI users in the first months after implantation (Massida et al., 2013).

Critically, when presented simultaneously with a visual face, NHS stimulated with a vocoded sound maintained a similar level of performance to that in the A condition. We did not find an effect of face presentation on the visual index values (Fig. 2); at the group level, the visual Index values are statistically not different from zero even at the uncorrected level, a result that confirms the absence of any kind of effect of visual information on voice categorisation in both conditions (AVc .002 [−.07; .06], AVic .004 [−.06; 0.1], p uncorr. <.05).

In summary, in the AVic condition, CI patients present a significant visual impact (negative Vix) but no such impact exist in the NHS stimulated with a two-channel vocoder.

3.3. Correlation analysis

As explained above, our strategy was to select experienced CI patients who could perform optimally the voice categorisation task as suggested by their speech perception scores. Based on previous reports claiming that crossmodal interaction is dependent on the level of CI recovery or CI experience (Tremblay et al., 2010), we searched for any correlation between Vix values and patient history. Firstly, as the patients are older than the NH controls, we searched for an effect of age on the Vix values based on some assumption of specific effect of age on multisensory processing (Laurienti, Burdette, Maldjian, & Wallace, 2006; Mahoney, Li, Oh-Park, Verghese, & Holtzer, 2011). A recent study in elderly and young CI patients showed that multisensory integration is present at all ages and that, older CI patients tend to be more reactive to auditory stimuli than younger CI patients (Schierholz et al., 2015). Based on such observations, we performed a correlation analysis with age but we did not observe any correlation among individual Vix observed in AVic or AVc conditions with patient age (rho = .51, p > .06; rho = .07, p > .8). Similarly, negative results were obtained with the duration of deafness (rho = −.07, p > .8; rho = −.20, p > .4), duration of CI experience (rho = .13, p > .6; rho = −.30, p > .27), or performance on disyllabic word comprehension (rho = .53, p > .06; rho = −.31, p > .26) (Spearman correlation values first for Vix for AVic, then for AVc). Given the non-normal distribution of the data, we used Spearman correlation, which could result in a certain loss of sensitivity of the analysis, in particular due to outliers. We checked for outliers in these correlations using a criterion of 3 standard deviations and no particular points were detected according to this criterion. Thus, we did not find a significant dependency on patient history in terms of duration of auditory deprivation or the experience of the implant.

4. Discussion

Our data show that during face–voice interaction, CI deaf patients are strongly influenced by visual information when performing an auditory gender categorisation task, despite maximum recovery of auditory speech comprehension allowed by the neuro-prosthesis. No such effect is observed in NHS, even in situations of strong auditory degradation that mimic the low resolution of a CI processor. The study provides evidence of a visual bias in CI patients while they were asked to categorise gender identity based on conflicting and ambiguous AV information even when asked to ignore visual information. However, there were no differences from controls in the auditory gender categorisation and no facilitation effects in the audio–visual congruent condition, which may be due to a certain ceiling effect in the auditory voice gender categorisation. Our data demonstrate that visual interference with auditory processing affects the nonverbal domain and concerns the information contributing to personal recognition embedded in facial and vocal perception.

Because speech is by nature multisensory (Vatakis, Ghazanfar, & Spence, 2008), it is clearly demonstrated that CI deaf patients present atypical AV interactions when this is related to language processing. CI patients present supranormal skills of multisensory integration of speech (Rouger et al., 2007) and high proficiency in AV fusion, due to persistent use of visual information derived from lip-reading to compensate the impoverished signal transmitted by the processor. As a result of the strong dependency on visual cues for speech comprehension, several studies show that when bimodal speech information is ambiguous, such as in the McGurck condition, CI patients base their perceptual decisions on their most reliable sensory channel, vision (Bayard, Colin, & Leybaert, 2014; Desai et al., 2008; Rouger et al., 2008). We demonstrate evidence that such visual bias occurs similarly for non-linguistic face–voice interaction. When CI recipients are engaged in a voice-gender categorisation, visual face stimulus influences gender perception specifically when the auditory information is ambiguous.

Human social relations rely strongly on face–voice interaction, and perception of a personal identity benefits from multimodal integration of facial and vocal information [see (Campanella & Belin, 2007)]. In normal individuals, perception of most of the information carried by a voice (emotion, gender or identity) can be modulated by simultaneous presentation of a face (Collignon et al., 2008; Latinus, VanRullen, & Taylor, 2010; Schweinberger, Kloth, & Robertson, 2011; de Gelder & Vroomen, 2000). Such bimodal interactions are
expressed as a facilitation of voice perception when information from visual and auditory modalities is semantically congruent (Belin, Campanella, Ethofer, & Schweinberger, 2012, pp. 119–134). In the present protocol, during an AVic presentation, when control subjects are asked to ignore the visual information, gender categorisation is not influenced by visual stimuli, even with degraded vocoded auditory condition. These results could appear to be in contradiction with previous studies that have reported an influence of a face stimulus when attention is directed toward the voice (see [Latinus et al., 2010]). It is important to mention that the strength of face–voice interactions depends on the information to be categorised (gender, emotion, age,...) and that a still image as presently used is probably not as vivid as a dynamic face to study face–voice interactions (Watson et al., 2013).

In addition, as a result of recruiting experienced CI patients with strong recovery for speech comprehension, we did not observe a significant deficit in the performance of patients in the auditory condition as we have previously observed in a large set of patient (Massida et al., 2013). However, CI patients can develop adaptive strategies to categorise natural sounds including human voices (Collett et al., 2016), an ability that tends to be improved with cochlear implantation experience. The comparable auditory performance between NHS and CI patients in the unimodal situation rules out the possibility that the visually biased decision present in CI patients could be due to the “inverse effectiveness” principle that characterises multisensory integration processing (see [Stein & Rowland, 2011] for a review). This principle states that as the performance in a single sensory stimuli decreases, the strength of multisensory integration should increase. No such effect is observed in NHS during the CI simulation, a result that suggests that the visual modulation observed in CI patients is specific to deafness and recovery through the implant.

Our results agree with those reported in CI patients in a McGurk protocol (Desai et al., 2008; Rouger et al., 2008). Indeed, when bimodal speech information is ambiguous, such as for incongruent AV places of articulation, CI patients tend to overweight visual cues compared to auditory cues (Rouger et al., 2008). In this case, CI patients rely more strongly on the visual channel, which they consider more reliable. The inclination of CI patients to be more confident in the visual channel is also evident when analysing a restricted set of data in which patients must determine the gender of the person with no specification on the sensory modality to be used in the task (see Sup Fig. 3). The results are quite variable due to the small number of patients tested and by the fact that some subjects tend to respond mainly with respect to the voice while others with respect to the face. The small number of patients precludes making robust statistical analysis on this distribution. However on average, when face–voice are incongruent, even when the voice information is unambiguous (at the extremes), the patients tend to respond predominantly towards the gender carried by the face (the responses are more than 60% towards the gender that corresponds to the face). While NHS responses in this case are also biased towards the face, the responses tend to remain in majority towards the gender that corresponds to the voice. Such results can be interpreted as supplementary evidence of a higher sensitivity of CI patients to the visual information during the incongruent face–voice presentation. The auditory voice information remains the primary source of decision to categorise gender in NHS but not in CI patients, specifically in case of ambiguity.

Additionally, it has been proposed that crossmodal interference is dependent on the level of recovery, as there is an inverted impact of visual interference in auditory speech processing with respect to the level of CI proficiency (see [Voss, Collignon, Lassonde, & Lepore, 2010]). We did not test neo-implanted patients, because their performance in categorising the voice-gender is low (Massida et al., 2013). Nevertheless, we expect that in non-proficient CI patients who present a strong deficit in voice-gender categorisation, the visual influence would be much stronger. However, our results contradict previous studies (Champoux et al., 2009; Tremblay et al., 2010) claiming that proficient CI patients present normal integration of incongruent visual–auditory information. Here, we show that in spite of a strong speech comprehension recovery, coupled with a near-normal ability to perform the auditory categorisation, our selected cohort of “expert” CI patients is strongly influenced by the face stimulus. This is further reinforced by the lack of correlation between the strength of visual integration and the duration of CI experience or the level of speech comprehension recovery. Such apparent discrepancy could be due to the type of stimuli used to assess visual–auditory interactions as in the previous report, linguistic and non-linguistic visual cues can impact multimodal interactions differently in CI users (see [Champoux et al., 2009]). Unlike most complex multimodal objects, face and voice information are reflexively merged together (Amedi et al., 2005), a particularity that may explain the reminiscent susceptibility of voice processing to facial information in experienced CI patients. Indeed, a recent EEG study revealed that CI patients present a specific response to faces in the auditory cortex (Stropahl et al., 2015). Further, the amplitude of this crossmodal response in the auditory cortex is correlated to the performances of CI users in a face memory test.

The later results have been interpreted by Stropahl et al. (2015) as an adaptive cross-modal reorganisation for processing visual information. But as stated in their article, there were no indications on how auditory processing was related to the visual takeover. However, we propose that these results reinforce our previous hypothesis that the visual–auditory interactions observed in CI patients originate, at least partly, in the mechanisms of crossmodal reorganisation that occur during deafness and, progressively after CI. Face and voice processing share an analogous mechanism, while they are supported by separate neuronal structures (see [Yovel & Belin, 2013]). The human brain presents specific cortical areas, in the occipito-temporal and superior temporal regions, that are more sensitive to human face or voice stimuli, respectively (Belin et al., 2003; Haxby, Hoffman, & Gobbini, 2000). Interestingly, both the fusiform face and temporal voice-selective areas (FFA and TVA, respectively) present crossmodal reorganisation following early blindness [FFA (Holig, Focker, Best, Roder, & Buchel, 2014a, 2014b; Gougoux et al., 2009)]; or deafness [TVA (Sadato et al., 2013)].
et al., 2006; Lee et al., 2007; Rouger et al., 2012; Song et al., 2015. In adult deaf CI patients, we demonstrate that auditory TVA is likewise the locus of crossmodal reorganisation, showing specific activation by visual speech information (Rouger et al., 2008, 2012). Knowing that in NHS, the face- and voice-selective areas are functionally (von Kriegstein, Kleinschmidt, Sterzer, & Giraud, 2005) and structurally (Blank, Anwander, & von Kriegstein, 2011; Ethofer et al., 2013) directly connected, our hypothesis is that in CI patients such privileged intermodal connectivity [see (Joassin et al., 2011; Watson et al., 2014)] is reinforced in spite of the auditory recovery, leading to a clear impact of visual face information on auditory gender categorisation. We expect that such reinforcement leads to an unconscious overweighting of visual face information in a face–voice binding that might be automatically processed through the connectivity of unimodal face- and voice-selective areas (Amedi et al., 2005).

Numerous factors are involved in the extent of crossmodal reorganisation during sensory loss including deafness [see (Voss et al., 2010) for review] among which the age, duration and severity of deafness. Most of these factors affect auditory speech recovery in adult CI users (Blamey et al., 2013), implying that crossmodal compensation also impacts CI outcomes (Campbell & Sharma, 2014; Heimler et al., 2014). The dynamic of such reorganisation is not well established, but it has been suggested that crossmodal reorganisation can be fast (Merabet et al., 2008) and supported by latent multimodal circuit (Lee et al., 2007). In the present study, we did not find any correlation between the visual bias and the personal characteristics of the patients (CI experience, age of implantation,...) but we know that multisensory integration evolves as long as patients are recovering auditory functions with a progressive increase in the implication of the visual–auditory integrative temporal areas (Strelnikov et al., 2015).

In conclusion, our data represent clear evidence that, even after several months or years of recovery of auditory function, CI deaf patients remain strongly influenced by visual information when the auditory signal is too ambiguous and insufficient to allow a correct perceptual decision. Such crossmodal influence is observed in speech and in non-speech situations, such as face–voice interactions, which are crucial to social interaction. The clear visual impact is probably supported by a strengthening of the connectivity that occurs specifically during deafness between the face and voice cortical areas.
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