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Evidence for rhythmic or ‘discrete’ sensory processing is
abundant for the visual system, but sparse and inconsistent
for the auditory system. Fundamental differences in the
nature of visual and auditory inputs might account for this
discrepancy: whereas the visual system mainly relies on
spatial information, time might be the most important factor
for the auditory system. In contrast to vision, temporal
subsampling (i.e. taking ‘snapshots’) of the auditory input
stream might thus prove detrimental for the brain as
essential information would be lost. Rather than embracing
the view of a continuous auditory processing, we recently
proposed that discrete ‘perceptual cycles’ might exist in the
auditory system, but on a hierarchically higher level of
processing, involving temporally more stable features. This
proposal leads to the prediction that the auditory system
would be more robust to temporal subsampling when
applied on a ‘high-level’ decomposition of auditory signals.
To test this prediction, we constructed speech stimuli that
were subsampled at different frequencies, either at the
input level (following a wavelet transform) or at the level of
auditory features (on the basis of LPC vocoding), and

presented them to human listeners. Auditory recognition
was significantly more robust to subsampling in the latter
case, that is on a relatively high level of auditory processing.
Although our results do not directly demonstrate perceptual
cycles in the auditory domain, they (a) show that their
existence is possible without disrupting temporal
information to a critical extent and (b) confirm our proposal
that, if they do exist, they should operate on a higher level of
auditory processing. NeuroReport 26:773–778 Copyright ©
2015 Wolters Kluwer Health, Inc. All rights reserved.

NeuroReport 2015, 26:773–778

Keywords: auditory, high level, perceptual cycles, robustness, sampling

aUniversité Paul Sabatier, Toulouse, France, bCentre de Recherche Cerveau et
Cognition (CerCo), CNRS, UMR5549, Pavillon Baudot CHU Purpan, Toulouse
Cedex, France and cIndian Institute of Technology, Bhubaneswar, Odisha, India

Correspondence to Benedikt Zoefel, Centre de Recherche Cerveau et Cognition
(CerCo), CNRS, UMR5549, Pavillon Baudot CHU Purpan, BP 25202, 31052
Toulouse Cedex, France
Tel: + 33 562 746 131; fax: + 33 562 172 809; e-mail: zoefel@cerco.ups-tlse.fr

Received 9 June 2015 accepted 15 June 2015

Introduction
Recent research suggests that the visual system does not

continuously monitor the environment, but rather sam-

ples it, cycling between ‘snapshots’ at discrete moments

in time (perceptual cycles; for a review, see VanRullen

et al. [1]). Interestingly, most attempts at discovering

analogous perceptual cycles in the auditory system failed

[2,3], indicating crucial differences between the visual

and the auditory systems. A reason for this becomes evi-

dent when comparing the temporal structure of visual and

auditory stimuli: whereas visual scenes are relatively

stable over time, auditory input changes rapidly over time.

In fact, whereas the visual system might rely particularly

on the spatial dimension, time might be the most

important factor for the auditory system [4] – and thus,

subsampling auditory input in the time domain might

destroy essential information [1]. Does this mean that

perceptual cycles cannot be found in the auditory domain

because it is impossible to subsample the auditory stream

without losing important information? In this article, we

argue that this is not necessarily the case – rather, it is

possible that subsampling does take place in the auditory

system, but on a relatively ‘high’ level of auditory pro-

cessing: auditory information might be more temporally

stable after a certain amount of feature extraction,

enabling auditory subsampling without a significant loss

of information. Thus, in this study, temporal subsampling

was not only applied to the direct input to the auditory

system, but we also subsampled the auditory stream on a

higher-level representation (i.e. on the output level of a

vocoder extracting auditory features by the use of linear

predictive coding, LPC [5]). We predicted that the

auditory system may prove significantly more robust to

subsampling on the level of auditory features than when a

similar subsampling was applied on the input level. We

tested auditory vulnerability in a two-back recognition

task (see Methods). An improved performance in this task

for stimuli subsampled on a higher-level representation

than for those subsampled at the input level would sup-

port the possibility that auditory perceptual cycles operate

on a hierarchically high level of auditory processing.

Methods
Participants

Seven participants (four women, mean age 26.2 years), all

fluent in English, volunteered to participate in the
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experiment. All participants provided written informed

consent, reported normal hearing, and received com-

pensation for their time. The experimental protocol was

approved by the relevant ethical committee at Centre

National de la Recherche Scientifique (CNRS).

Stimulus construction

One original 10-min audio sequence [sampling rate

(SR)= 44 100Hz], a recording of a male native English

speaker reading parts of a classic novel, was used as the

primary stimulus in our experiment. The audio recording

was cut into 200 3-s long ‘snippets’. These snippets were

then subsampled, either at the input level (‘input condi-

tion’; i.e. at the level of the very input to the auditory

system, such as in the cochlea; Fig. 1, top) or at the level of

auditory features (‘feature condition’; i.e. at a level beyond

cochlear processing; Fig. 1, bottom). ‘Subsampling’ a given

input stream does not necessarily mean ‘forgetting’ or

‘ignoring’ information. It might just be that the temporal

order of information is lost, while the information itself is

preserved. Thus, in our study, for both conditions (input

and feature), we simulated ‘subsampling’ of the auditory

system by shuffling auditory samples within a given time

interval: for a SR of 4Hz, for instance, all samples within a

250-ms window were shuffled. Of course, the larger this

interval, the more difficult for the system to restore the

exact (order of) information. However, we hypothesized

that this restoration would be easier if the subsampling

takes place in the auditory feature domain than when the

input is subsampled at the input level as the former is

temporally more stable. For every snippet, to prevent the

use of static information for recognition, two subsampled

versions were created by starting the shuffling interval

either on the first sample or on the nearest sample to 1+
SR/SF/2. Sample sound files are available for both condi-

tions as Supplemental digital content, 1–18 (http://links.lww.
com/WNR/A322, http://links.lww.com/WNR/A323, http://links.
lww.com/WNR/A324, http://links.lww.com/WNR/A325, http://
links.lww.com/WNR/A326, http://links.lww.com/WNR/A327,
http://links.lww.com/WNR/A328, http://links.lww.com/WNR/
A329, http://links.lww.com/WNR/A330, http://links.lww.com/
WNR/A331, http://links.lww.com/WNR/A332, http://links.lww.
com/WNR/A333, http://links.lww.com/WNR/A334, http://links.
lww.com/WNR/A335, http://links.lww.com/WNR/A336, http://
links.lww.com/WNR/A337 http://links.lww.com/WNR/A338,
http://links.lww.com/WNR/A339).

Subsampling at the input level

For the input condition (Fig. 1, top), snippets were

converted into the wavelet domain to approximate

cochlear transduction (continuous Morlet wavelet trans-

form of order 6). Snippets were divided into intervals,

with the reciprocal of this interval corresponding to the

desired subsampling frequency (SF). The amplitudes of

the complex wavelet coefficients within the respective

interval were shuffled. The phase information at the first

sample of each interval was preserved and interpolated to

avoid artifacts created by discrete phase transitions. After

shuffling, final snippets for the time condition were

obtained by applying the inverse wavelet transform.

Subsampling at the feature level

For the feature condition (Fig. 1, bottom), auditory fea-

tures for each snippet were extracted using an LPC

vocoder [5]. More precisely, linear prediction coefficients

αk were constructed such that each auditory sample s at
time t can be seen as a linear combination of past p
samples (p is the order of prediction):

s0 tð Þ ¼ �
Xp

k¼1

ak�s t�kð Þ; ð1Þ

where s′(t) is the predicted auditory sample. A pre-

emphasis filter [6] was applied on s before s′(t) was cal-

culated. 11 αk (among which the first is unity) were cal-

culated for each frame of 30 ms, with 20 ms between

centers of subsequent frames (resulting in an overlap of

10 ms between frames). For each frame fr, after a

Hamming window was applied, αk were constructed

using the method of least squares, that is the following

total prediction error E was minimized:

E frð Þ ¼
X1

t¼�1
e2 fr ; tð Þ; ð2Þ

where

e fr ; tð Þ ¼ s fr ; tð Þ�s0 fr ; tð Þ

¼ s fr ; tð Þþ
Xp

k¼1

ak frð Þ�s fr ; t�kð Þ: ð3Þ

This was done using the Levinson–Durbin algorithm,

which we do not explain in detail here, but which is

described thoroughly in the relevant literature [7,8].

Two more parameters were extracted for each frame: the

gain g (defined as the power of the speech signal in each

frame) and the residual r:

r fr ; tð Þ ¼ e fr ; tð Þ
g frð Þ : ð4Þ

Discrete cosine transform (DCT) was applied to the

residual of each frame; all except the first 50 DCT

coefficients were discarded (as energy of the speech

signal is concentrated in those 50 coefficients) and the

inverse DCT was applied to obtain residuals with an

improved signal-to-noise ratio [9]. Gaussian noise was

added to the residuals (signal–noise ratio ∼ 1:1) to

improve the final sound quality of the reconstructed

speech snippets.

For subsampling, αk, gain, and residual were always

shuffled together (i.e. αk, gain and residual for a given

frame were never separated). The step size of 20 ms
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between frames restricted our maximal SF to 50 Hz,

without any additional subsampling/shuffling. After

shuffling, final snippets for the feature condition were

obtained by filtering, in each frame, the residual, multi-

plied by the gain in the respective frame, by the obtained

αk:

sfinal fr ; tð Þ ¼
Xp

k¼1

ak frð Þ�rg fr ;t�kð Þ; ð5Þ

where rg fr ; tð Þ is r fr ; tð Þ�g frð Þ:

Experimental paradigm

For both conditions, snippets were presented (separated

by 1 s blank intervals) in a randomized order to our par-

ticipants, who were instructed to perform a two-back

task: they were asked to indicate by a button press any

snippet that matched the one presented two snippets

ago. These two-back repeats occurred randomly with a

probability of 33%. Whenever a two-back repeat occurred

in the sequence, it was always between nonidentical

subsampled versions (with the same subsampling interval

durations, but differing in the exact delay at which sub-

sampling intervals were applied; see above). Stimuli were

presented in separate blocks of 30 snippets. In each

block, a different SF was applied. Participants completed

60 trials for each SF and condition. The two conditions

(‘input’ and ‘feature’) were tested on separate days.

Data analyses

We hypothesized that the auditory system is more robust

to temporal subsampling at the level of auditory features

(feature condition) than at the input level (input condition).

This robustness was tested in an auditory recognition task

for snippets of different SF. Of course, with decreasing SF,

performance will decline in both conditions. However, if

Fig. 1
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Overview of the experimental approach. Original snippets were subsampled, either at the input level (input condition; top) or at the level of auditory
features (feature condition; bottom). In both conditions, subsampling was realized by shuffling auditory samples in a certain time interval, with the
reciprocal of this interval corresponding to the SF in the respective snippet. This shuffling was performed in the wavelet domain (corresponding to a
cochlear representation of the sound) for the input condition and in the feature domain (obtained by an LPC vocoder; corresponding to a cortical
representation of the sound) for the feature condition (see Methods). Note that subsampling in the input domain corresponds to simulating perceptual
cycles on the level of the cochlea, whereas subsampling in the feature domain simulates perceptual cycles on a higher level (beyond cochlear
processing) of the auditory pathway.
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our hypothesis is true, the precise SF where auditory

recognition starts to decline will be lower for the feature

than for the input condition.

We defined auditory recognition as d′, the sensitivity of

our participants in the two-back task. d′ takes into

account both correct responses (participants’ response

‘repeat’ when there was actually a repeat) and false

alarms (participants’ response ‘repeat’ when there was no

repeat):

d 0 ¼ z hitsð Þ�z false alarmsð Þ;
where z(p), pϵ[0,1], is the inverse of the cumulative

Gaussian distribution [10]. Performance in these signal

detection tasks usually results in psychometric curves

that have sigmoidal shapes [10]. We thus defined the

lowest sustainable SF as the inflection point of those

psychometric curves in both conditions. To test whether

perception was significantly more robust against temporal

subsampling in the feature condition, for each partici-

pant, we fitted a sigmoidal curve to the performance in

both conditions and calculated its inflection point (in Hz).

Inflection points were then compared across conditions

using Student’s t-test to test whether the robustness of

auditory perception against temporal subsampling differs

between the two conditions.

Results
In this study, participants were presented with speech

stimuli that were subsampled (at different temporal SF)

either at the input level (input condition) or at the level

of auditory features (feature condition). Using a two-back

task (see Methods), we tested the robustness of the

auditory system to this subsampling – if perceptual cycles

do exist in the auditory system, they can only occur at

frequencies that prove to be robust against temporal

subsampling. Of course, positive results would not imply

that they actually do occur, but our approach can inform

us whether sampling on a hierarchically high level of

auditory processing (i.e. in the feature condition) can

reduce the detrimental effects of environmental sampling

(i.e. loss of information) and thus ‘keep alive’ the notion

of perceptual cycles in the auditory system.

The performance (measured in d′; see Methods) of our

participants (N= 7) in the two-back task for both conditions

is shown in Fig. 2. For both conditions, of course, perfor-

mance increased with increasing SF, and both curves

resemble sigmoid psychometric functions. However, this

curve is shifted toward lower SF for the feature condition,

indicating that the auditory system is more robust against

subsampling at the level of auditory features than at the

input level (Fig. 2a). When we define the lowest sustain-

able SF as the inflection point of those psychometric

curves under both conditions (Fig. 2b; see Methods), this

SF is significantly lower [t(6)= 2.61, P= 0.023] for the

feature condition (15.1± 5.3Hz; mean and SD across

participants) than for the time condition (37.0± 21.5Hz).

Thus, subsampling on a hierarchically higher level of

auditory processing would occur with a clear advantage for

the auditory system as the SF could be reduced without a

significant loss of information.

Discussion
In a previous study, we showed that subsampling the

auditory stream in the input domain has detrimental

effects on stimulus processing already at SF below 32Hz

[1]. This result suggests that, if the auditory environment

is indeed monitored in a discrete manner, this sampling

cannot take place on the very input to the system as

important information would be lost (or the SF would

have to be so high that subsampling would be useless).

Instead of rejecting the idea of perceptual cycles in

audition, we proposed an alternative idea, which is sup-

ported by experimental findings in the present study:

subsampling in the auditory system is less detrimental to

performance if it takes place on a hierarchically higher

level of auditory processing – on the level of auditory

features. Our results are in line with the work published

by Suied et al. [11]: although they used short vocal sounds

instead of speech sound, they were able to show that

participants could still recognize those sounds even

though they were reduced to a few perceptually impor-

tant features, with the number of features (10 features/s)

similar to our perceptual ‘threshold’. We extend their

findings by systematically testing different SF and by

comparing perceptual consequences for subsampling at

the level of the cochlea with those for a hierarchically

higher stage of auditory processing.

Whereas there is plenty of (psychophysical and electro-

physiological) evidence for perceptual cycles in vision

[12–15], equivalent experiments consistently fail for the

auditory domain ([2,3]; reviewed in VanRullen et al. [1])
or remain debated [16–19]. Thus, it is possible that the

reported experimental approaches for the visual system

are not appropriate for the investigation of the auditory

system. Our study directly contributes toward resolving

this discrepancy by providing an answer to why this could

be the case: perceptual cycles might operate on different

hierarchical levels in the two systems and thus might not

be captured with the same experimental methods

(although this does not necessarily mean that the visual

system is not influenced by high-level factors; for

instance, some evidence for perceptual cycles in vision is

modulated by attention [15]). The visual world is rela-

tively stable over time and subsampling does not disrupt

essential information, even when the very input to the

system is discretized. This was verified in our previous

study [1], where, in a two-back recognition paradigm

similar to the one used here, human observers could

robustly recognize visual inputs at subsampling rates

below 5Hz. In contrast, the fluctuating nature of auditory

stimuli makes it necessary to extract features that are
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both relevant and more stable before subsampling can be

applied (see Results [1,20]). Indeed, whereas early

auditory representations of speech seem to entail all

acoustic details, representations at later hierarchical

stages are rather categorical (i.e. relatively independent of

acoustic information) and thus more stable in time [21],

and therefore, more robust to subsampling. This property

of an increasing abstraction of auditory representation

along the pathway begins beyond the primary auditory

cortex and is particularly outstanding in the anterior

temporal cortex (ventral stream) [21], making it, although

speculatively, a good candidate for perceptual cycles in

the auditory system: ‘auditory objects’ are ‘built’ within

this stream [22], transforming spectrotemporal (i.e. time-

resolved) properties of the input stream into more

abstract ‘identities’ (i.e. relatively independent of the

time domain). The superior temporal sulcus – in which

certain neurons respond more strongly to speech than to

other sounds [23] – is part of this stream.

Auditory perception in our study did not prove as robust

to temporal subsampling as observed previously for

vision. This does not necessarily imply that auditory

perceptual cycles, if they exist, must be faster than visual

ones. Instead, it may just be that our ‘feature’ decom-

position did not fully capture the complexity of the

auditory representation at which subsampling occurs.

The higher in the hierarchy of the auditory pathway, the

slower are the ‘preferred’ frequencies of the auditory

system [24]. It thus remains to be shown in future studies

whether subsampling an even more complex decom-

position of the auditory signal can result in performance

that equals that obtained in vision.

More studies are necessary to find an appropriate

experimental approach for perceptual cycles in audition

and to characterize them with respect to their location in

the auditory pathway. One step forward toward auditory

perceptual cycles has been published recently by our

group [25]: in that study, specifically constructed noise

was mixed with speech sound to counterbalance fluc-

tuations in low-level features of the latter (i.e. fluctua-

tions in amplitude and spectral content). Importantly,

these mixture speech/noise stimuli remained intelligible,

indicating that high-level features of speech (including

phonetic information) were preserved and fluctuated

rhythmically. We could show that the detection of tone

pips is modulated by this ‘high-level rhythm’ and, con-

sequently, that phase entrainment, the brain’s adjust-

ment to regular stimulation, indeed involves a high-level

component. This finding is in line with the present

study, suggesting a periodic mechanism on a high level of

auditory processing.

To conclude, our data suggest that, even in the auditory

world of continuous, rapid temporal fluctuations, the idea

of discrete perceptual processing can be kept alive: dis-

cretization on a hierarchically high level of auditory pro-

cessing is possible without disrupting essential

information. Of course, our experiment does not prove

that perceptual cycles do exist in audition; however, we
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conclude that (a) there is a possibility that they exist and

(b) if so, they are a high-level phenomenon.
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