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Phase entrainment of neural oscillations, the brain's adjustment to rhythmic stimulation, is a central component
in recent theories of speech comprehension: the alignment between brain oscillations and speech sound
improves speech intelligibility. However, phase entrainment to everyday speech sound could also be explained
by oscillations passively following the low-level periodicities (e.g., in sound amplitude and spectral content) of
auditory stimulation—and not by an adjustment to the speech rhythm per se. Recently, using novel speech/
noise mixture stimuli, we have shown that behavioral performance can entrain to speech sound even when
high-level features (including phonetic information) are not accompanied by fluctuations in sound amplitude
and spectral content. In the present study,we report that neural phase entrainmentmight underlie our behavior-
al findings.We observed phase-locking between electroencephalogram (EEG) and speech sound in response not
only to original (unprocessed) speech but also to our constructed “high-level” speech/noise mixture stimuli.
Phase entrainment to original speech and speech/noise sound did not differ in the degree of entrainment, but
rather in the actual phase difference between EEG signal and sound. Phase entrainment was not abolished
when speech/noise stimuli were presented in reverse (which disrupts semantic processing), indicating that
acoustic (rather than linguistic) high-level features play a major role in the observed neural entrainment. Our
results provide further evidence for phase entrainment as a potential mechanism underlying speech processing
and segmentation, and for the involvement of high-level processes in the adjustment to the rhythm of speech.

© 2015 Elsevier Inc. All rights reserved.
1 The definition of “low-level” and “high-level” features of speech sound is difficult and
often vague. In this paper, “low-level” features are defined as those equated in our stimuli:
Introduction

The auditory environment is essentially rhythmic (e.g., music,
speech, animal calls), and relevant information (e.g., phonemes,
sounds) alternates with irrelevant input (such as silence in-between)
in a regular fashion. Based on these environmental rhythms, the brain
might have developed a clever tool for an efficient way of stimulus
processing (Calderone et al., 2014; Schroeder and Lakatos, 2009):
Neural oscillations could align their high excitability (i.e., amplifying)
phase with regularly occurring important events, whereas their low
excitability (i.e., suppressive) phase could coincide with irrelevant
events.

This phenomenon has been called phase entrainment and has been
shown to improve speech intelligibility (Ahissar et al., 2001; Kerlin
et al., 2010; Luo and Poeppel, 2007). However, the presented stimuli
inmost experiments contain pronouncedfluctuations in (sound) ampli-
tude and may simply evoke a passive “amplitude following” of brain
oscillations (i.e., auditory steady-state potentials, ASSR; Galambos
u et Cognition (CerCo), Pavillon
ance. Fax: +33 562 172 809.
et al., 1981). In other words, past reports of phase entrainment to
speechmight reflect an adjustment to fluctuations in low-level features
and/or to co-varying high-level features1 of speech sound. Critically, in
the former case, phase entrainment would only reflect the periodicity
of the auditory stimulation and could not be seen as an active “tool”
for efficient stimulus processing (VanRullen et al., 2014). On the other
hand, were one able to observe phase adjustment to (hypothetical)
speech-like stimuli that retain a regular speech structure but that do
not evoke ASSR at a purely sensory level of auditory processing (such
as the cochlea), thiswould provide important evidence for the proposed
active mechanism of stimulus processing (Giraud and Poeppel, 2012;
Schroeder et al., 2010). Recently, we reported the construction of such
stimuli (Zoefel and VanRullen, 2015)—speech/noise snippets with
conserved patterns of high-level features, but without concomitant
changes in sound amplitude or spectral content. We could show that
sound amplitude and spectral content. Speech features are considered “high-level” if they
cannot passively entrain the lowest levels of auditory processing (such as the cochlea).
Necessarily, these high-level features include (but might not be restricted to) phonetic in-
formation, and it is difficult to assign a particular level of auditory processing to them (see
Discussion). This issue is discussed extensively in Zoefel and VanRullen (2015).
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auditory behavioral performance entrains to those stimuli, as detection
of a tone pip was modulated by the phase of the preserved high-level
rhythm. However, it remained to be tested whether this behavioral
modulation also entails neural phase entrainment.

In addition, we focus on a highly relevant question recently brought
up by Peelle and Davis (2012), based on the previously reported corre-
lation between phase entrainment and intelligibility (Ahissar et al.,
2001; Kerlin et al., 2010; Luo and Poeppel, 2007): Does speech intelligi-
bility enhance phase entrainment, or does phase entrainment enhance
speech intelligibility? If the latter is true, so they argue, phase entrain-
ment should occur based on acoustic (e.g., voice gender, identity) and
not linguistic (e.g., semantic) information. Still, so far, this question
remains unsolved: Although behavioral phase entrainment does depend
on linguistic cues (the observed phase adjustment for our speech/noise
mixture stimuli did not occur for time-reversed stimuli; Zoefel and
VanRullen, 2015), this does not have to be the case for the potentially
underlying neural phase entrainment. Thus, we compared entrainment
of EEG oscillations to original (unprocessed) speech snippets with that
to our constructed speech/noise mixture stimuli but also to reversed
speech/noise snippets (Fig. 1).

Materials and methods

Participants

Twelve participants volunteered after giving written informed con-
sent (7 female; mean age: 27.6 years). All participants reported normal
hearing and received compensation for their time. The experimental
protocol was approved by the relevant ethical committee at Centre Na-
tional de la Recherche Scientifique (CNRS).

Experimental stimuli

A detailed description of stimulus construction was given by Zoefel
and VanRullen (2015). In short, phase-specific auditory noise was
added to original snippets such that sound amplitude and spectral con-
tent of our constructed speech/noise mixture stimuli were statistically
Fig. 1. The contribution of low- and high-level components of speech sound to phase en-
trainmentwas studied in three conditions (in the upper panel, for each condition, 1 s of an
exemplary stimulus is shown in black, with its signal envelope in gray). Original speech
snippets (A) were presented, entailing fluctuations in low-level (here defined as sound
amplitude and spectral content) and both acoustic and linguistic high-level features of
speech. Constructed speech/noise snippets (B; Zoefel and VanRullen, 2015) entailed
both acoustic and linguistic high-level, but no systematicfluctuations in low-level features
of speech. Finally, reversed constructed speech/noise snippets (C) were presented,
entailing only acoustic high-level, but no linguistic or low-level fluctuations, designed in
order to investigate the impact of intelligibility (i.e., linguistic information) on high-level
phase entrainment.
comparable at all phases of the original signal envelope, φenv. φenv was
first extracted for each individual original snippet s (a male native
English speaker reading parts of a novel; sampling rate 44,100 Hz) as
the sum of the instantaneous energy e (or amplitude; extracted by
Wavelet Transformation for 304 logarithmicallyspaced frequencies in
the range between 0.59 Hz and 21,345 Hz) at each time point t of the
signal across frequencies F, weighted by the cochlear sensitivity w
(ISO 226 equal-loudness contour signal for MATLAB, J. Tackett) in
order to correct for differences in frequency sensitivity in the auditory
system:

φenv s; tð Þ ¼ 1
F

XF

f¼0
w fð Þ�e s; f ; tð Þ:

Then, speech/noise mixture stimuli were constructed by summing
original speech snippets with a complementary, individually construct-
ed noise: When spectral energy (the specific distribution of power
across sound frequencies) of the original speech was high, that of the
noise was low and vice versa. The spectral content of the noise was
specific for each phase of the original signal envelope, resulting in
constructed snippets whose mean spectral content did not differ across
original envelope phases. Thus, systematic spectral energy fluctuations
were removed by our stimulus processing and entrainment based on
low-level properties of speech sound could thus be ruled out. However,
speech soundwas still intelligible and high-level features still fluctuated
rhythmically at ~2–8 Hz (with the same timing as the original signal
envelope, as low- and high-level cues in normal speech co-vary),
providing potential means for oscillatory phase entrainment. Several
sound samples for the different levels of stimulus construction (original
speech snippet, constructed noise, final constructed speech/noise
snippets) are available as Supplementary Material. Moreover, Supple-
mentary Fig. 1 shows spectral energy as a function of original envelope
phase for both original speech snippets and constructed speech/noise
stimuli (reproduced from Zoefel and VanRullen, 2015). It can be seen
that spectral energy is strongly concentrated at a certain envelope
phase (phase 0; i.e., at the peak) for the original speech snippets. This
imbalance of spectral energy can trivially and passively entrain the
auditory system already at the level of the cochlea. Note that we
corrected for this in our constructed speech/noise snippets: As spectral
energy (but not other high-level features, such as phonetic information)
is now equivalent across original envelope phases, neural entrainment
in response to these stimuli is not trivial anymore and can be considered
a high-level phenomenon.

Experimental paradigm

In this study, we were interested to determine low- and high-level
components of neural phase entrainment. We thus designed three
experimental conditions (Fig. 1) in order to dissociate the different
components. Here, we made the distinction between acoustic high-
level features of speech, cues that are specific to speech sound but are
unrelated to speech comprehension (i.e., they are conserved even
when the speech is reversed; for example, voice gender or identity),
and linguistic high-level features of speech, cues that are specific to
speech sound and important for speech comprehension (i.e., they are
destroyed when the speech is reversed). In one condition (“original”),
original speech snippets were presented, entailing rhythmic fluctua-
tions in low-level and both acoustic and linguistic high-level features
of speech (Fig. 1A). In another condition (“constructed”), our construct-
ed speech/noise speech snippets (as described in the previous section)
were presented, entailing rhythmic fluctuations in both acoustic and
linguistic high-level features of speech (Fig. 1B). Finally, in the last con-
dition (“constructed reversed”), we presented reversed constructed
speech/noise speech snippets, entailing rhythmic fluctuations only in
acoustic high-level information of speech (Fig. 1C). Note that, although
intelligibility is removed by the reversal, some speech qualities are

Image of Fig. 1
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preserved, enabling the listener to clearly distinguish noise and
reversed speech (for instance, speakers can still be identified if speech
is reversed, and time-reversed sentences can be discriminated based
on neural phase information; Ding and Simon, 2014; Howard and
Poeppel, 2010; Sheffert et al., 2002). Also, the essential properties of
the signal envelope – i.e., the absence of systematic fluctuations in
low-level features – remain unchanged compared to the constructed
condition. For all conditions, one trial consisted of the presentation of
a 10-s stimulus that was randomly chosen from all concatenated origi-
nal or constructed snippets (total length about 10 min). Signals be-
tween concatenated snippets were interpolated to avoid artificial
clicks that could potentially have influenced the subjects' EEG entrain-
ment. Subjects listened to the stimuli while their EEG was recorded
and completed 120 trials per conditions (in 3 blocks of 40 trials each;
the block order was randomized, but such that the number of blocks
per condition was always balanced during the experiment). In order
to keep subjects engagedwith the auditory stimulation, in each trial, be-
tween 3 and5 (equal probability) tone pipswere presented at threshold
level at randommoments during the trial. Tone pips had either a dura-
tion of 2.9 ms and a carrier frequency of 2.4 kHz, or a duration of 30 ms
and a frequency of 100 Hz. The minimum interval between tone pips
was 1 s. Subjects were asked to press a button whenever they detected
a tone pip, with separate buttons for the two pip frequencies. Both tone
pip frequencies could be presented in the same trial. The amplitude of
the tone pip was adapted constantly (based on the performance of the
preceding 100 trials) and separately for the two pip frequencies, so
that tone pip detection had a mean probability of 50%. In this study,
we did not focus on behavioral consequences of the entrainment (i.e.,
on a potential modulation of tone pip detection by the speech sound
or EEG phase), for two reasons. Firstly, a behavioral modulation of
tone pip detection by remaining high-level features of the constructed
speech/noise stimuli was already reported in a previous study (Zoefel
and VanRullen, 2015). Secondly, the number of tone pips per condition
(b125 detected tone pips per subject, condition and tone pip frequency)
was not sufficient to reliably separate trials as a function of phase
(compared with ~500 detected tone pips per subject, condition and
tone pip frequency in our previous study; see Discussion).

Stimuli were presented diotically via loudspeakers (Logitech Z130,
Morges, Switzerland). The Psychophysics Toolbox for MATLAB
(Brainard, 1997) was used for stimulus presentation.

EEG recordings

EEG was recorded continuously using a 64-channel ActiveTwo
Biosemi system. Two additional electrodes (an active electrode, CMS,
common mode sense, and a passive electrode, DRL, driven right leg)
were used as reference and ground and to compose a feedback loop
for amplifier reference. Horizontal and vertical electrooculograms
were recorded by three additional electrodes around the subjects'
eyes. Electrodes were placed according to the international 10–10
system. All signals were digitized at 1024 Hz, and highpass-filtered
online above 0.16 Hz. Data were filtered (notch filters between 47 and
53 Hz to remove 50 Hz line noise, and between 80 and 90 Hz to remove
electrical noise at the frequency of the screen's refresh rate, 85 Hz) and
downsampled offline to 256 Hz and converted to an average reference.
Trials were screened manually for eye or movement artifacts, and
contaminated trials were rejected.

Triggers associated with the onset of each trial were sent to the EEG
system via MATLAB using the parallel port as described in İlhan and
VanRullen (2012). In short, a loud pulse followed by a jittered silence
(0.75–1.25 s) was inserted before sound onset to serve as an analog
trigger. The auditory signal was split into two cables, one connected to
the speaker system (to be presented to the subject), and the other
into the parallel port interface of the EEG system to be registered as a
trigger along with the EEG stream. Correct detection of the trigger was
ensured by its high amplitude (at least four times as high as the auditory
stimulation). The silent interval between trigger and stimulus ensured
that any ERP response to the click sound caused by the trigger had
vanished at the start of the trial. The remainder of the sound sequence
(10 s speech snippet in one of our 3 experimental conditions) never
produced an erroneous detection of the trigger.

Data analyses

In the following analyses, whenever whole-trial signals were used,
the first 500 ms of each trial were discarded, in order to avoid artificial
phase-locking caused by evoked responses after sound onset.

All analyses were performed in MATLAB. The EEGLAB Toolbox
(Delorme and Makeig, 2004) was used for pre-processing of EEG data.

Phase entrainment
Phase entrainment can be defined as the alignment between two

rhythmic structures—in our study, we thus analyzed neural phase
entrainment as the amount of phase-locking between EEG oscillations
and the presented speech features. Note that low- and high-level
features co-vary in normal speech sound: Slow amplitude fluctuations
(here labeled as signal envelope) and the underlying fluctuations in
spectral content (together defined as low-level features in this study)
inevitably go alongwith fluctuations in high-level (acoustic and linguis-
tic) features in everyday speech. Using the same analysis for all 3 condi-
tions, we were thus able to evaluate phase entrainment to different
features of speech sound: Phase-locking between original signal enve-
lope and EEG reflects (1) both low- and high-level entrainment in the
original condition, (2) only high-level entrainment, but based on both
acoustic and linguistic information, in the constructed condition, and
(3) high-level entrainment, but restricted to acoustic information, in
the constructed reversed condition (Fig. 1).

According to Lachaux et al. (1999), the phase-locking value (PLV)
between signal envelope and EEG was calculated, for each channel ch,
as the norm of the difference between the phase of the filtered (in the
theta-band, 2–8 Hz) original signal envelope (φenv) and the phase of
the correspondingly filtered EEG (φeeg), averaged in the complex
domain across T time points, N trials, and S subjects:

PLV chð Þ ¼ 1
S

XS

s¼1

1
N

XN

n¼1

1
T

XT

t¼1

ei φenv n;tð Þ−φeeg n;ch;tð Þð Þ
�����

�����

φenv and φeeg are defined as the phase angle of the Hilbert-transformed
filtered original signal envelope and EEG, respectively. The PLV ranges
between 0 (no phase-locking) and 1 (maximal phase-locking). Note
that since our formula averages all phase vectors in the complex domain
before the norm of the result is taken, the resulting PLVwill bemaximal
when the phase angle difference between signal envelope and EEG is
consistent across time, across trials, and across subjects. If the phase
angle is computed instead of the norm, the phase difference between
EEG and speech signal can be determined. We tested the significance
of our results by comparing the observed PLVs, averaged across EEG
channels, with surrogate distributions. Thus, wewere able to determine
(1) whether the PLV in any of the conditions significantly differs from 0
(reflecting significant phase entrainment to the speech or speech/noise
stimuli) and (2) whether PLVs significantly differ across conditions. In
order to test the significance of the obtained PLVs (1), a surrogate
distribution was constructed by calculating PLVs as before, but with
φenv and φeeg drawn from different trials. In order to test whether
the obtained PLVs differ across conditions (2), the difference in PLV
was calculated for each possible combination of conditions (i.e., original
vs. constructed, original vs. constructed reversed, constructed vs.
constructed reversed). For each combination, a surrogate distribution
was constructed by randomly assigning trials to the respective condi-
tions and re-calculating the PLV difference. Both procedures (1 and
2) were repeated 1,000,000 times in order to obtain a range of PLVs
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and PLV differences under the null hypotheses of no phase-locking
between signal envelope and EEG signal and no difference in phase-
locking between conditions, respectively. P-values were calculated for
the recorded data by comparing “real” PLVs and PLV differences against
the respective surrogate distributions. P-values were corrected for
multiple comparisons across three conditions using the false discovery
rate (FDR) procedure. Here, a significance threshold is computed
which sets the expected rate of falsely rejected null hypotheses to 5%
(Benjamini and Hochberg, 1995).

The PLV only indicates overall phase-locking between signal
envelope and EEG, but no information can be obtained about its timing
or the different frequency components involved. As an additional step,
in order to evaluate spectro-temporal characteristics of the entrain-
ment, we thus calculated the cross-correlation between signal envelope
and EEG (Lalor et al., 2009; VanRullen andMacdonald, 2012), computed
for time lags between −1 and 1 s:

cross− correlation ch; tð Þ ¼
X

T

env Tð Þ:eeg ch; T þ tð Þ

where env(T) and eeg(T) denote the unfiltered standardized (z-scored)
signal envelope and the corresponding standardized (z-scored) EEG
response at time T and channel ch, respectively, and t denotes the
time lag between envelope and EEG signal. Cross-correlations were
averaged across trials and subjects, but separately for each channel,
and time–frequency transforms of those cross-correlations were com-
puted (using Fast Fourier Transformation (FFT) and Hanning window
tapering; 128 linear-spaced frequencies from 1 Hz to 128 Hz; window
size 0.5 s, zero-padded to 1 s). These time–frequency representations
were then averaged across channels. Note that, due in part to the convo-
lution theorem, this time–frequency analysis of the cross-correlation
between signal envelope and EEG response is roughly equivalent to
the sum of cross-correlations between narrow-band filtered versions
of the signal envelope and EEG response.

In order to test the obtained results for significance (with the null
hypothesis of no correlation between speech signal and brain response),
EEG data from each trial were cross-correlated with the signal envelope
from another trial and cross-correlations and their time–frequency
representations were re-computed for this simulated set of data. By re-
peating this simulation (100,000 times), it was possible to obtain a
range of time–frequency values that can be observed under the null
hypothesis that speech and EEG signals are not correlated. P-values
were calculated by comparing surrogate distribution and real data for
each time–frequency point. P-values were again corrected for multiple
comparisons using FDR.

In order to contrast cross-correlation effects across the different
experimental conditions, a repeated-measurements one-way ANOVA
was performed with condition as the independent variable (original,
constructed, constructed reversed) and the standard deviation across
electrodes of the cross-correlation values for a given time point as the
dependent variable. Where necessary, p-values were corrected for
non-sphericity using the Greenhouse–Geisser correction. Post-hoc
tests were applied using paired t-tests and Bonferroni correction for
multiple comparisons (threshold p b 0.05).

Results

We presented 12 subjects with speech/noise stimuli without
systematic fluctuations in low-level features (here defined as sound
amplitude and spectral content; see Zoefel and VanRullen (2015) for a
detailed discussion of this definition), butwith intact high-level features
of speech sound, fluctuating at ~2−8 Hz (“constructed condition”).
Additionally, those speech/noise snippets were presented in reverse
(“constructed reversed condition”), thus potentially disentangling
high-level features based on acoustic vs. linguistic information. We
compared phase entrainment in those two conditions to that obtained
in response to original speech snippets (“original condition”). Thus,
we were, for the first time, able to dissociate 3 possible components of
neural phase entrainment: Whereas systematic low-level feature
changes were only present in the original condition, acoustic high-
level information (independent of intelligibility; Peelle and Davis,
2012) was available in all three conditions, and linguistic high-level
information was preserved in both the original and constructed condi-
tions, but not in the constructed reversed condition (Fig. 1). Therefore,
if neural phase entrainment were merely caused by ASSR to low-level
features, it would happen only in the original condition; if it depended
on the rhythmic structure of linguistic features, it should be seen in
the original and constructed conditions but not in the constructed re-
versed condition; finally, if neural EEG phase mainly followed rhythmic
fluctuations of acoustic high-level features, entrainment should occur in
all three conditions. This latter result is what we observed, as detailed
below.

Fig. 2A shows, for all conditions, average phase-locking (shown as
bars) between the recorded EEG (filtered between 2 and 8 Hz) and
the original signal envelope (filtered likewise; note that the original sig-
nal envelope reflects rhythmic fluctuations in both low- and high-level
features in the original condition, in both acoustic and linguistic high-
level features in the constructed condition, and only in acoustic high-
level features in the constructed reversed condition; Fig. 1): Significant
phase-locking, reflecting phase entrainment, is visible in all conditions.
This phase entrainment does not significantly differ across conditions
(original vs. constructed: p = 0.120; original vs. constructed reversed:
p = 0.199; constructed vs. constructed reversed: p = 0.052; all p-
values non-significant after FDR-correction), as determined by permu-
tation tests (see Material and Methods). Topographies of PLVs are
shown in Fig. 2B. A dipolar configuration appears in all conditions; this
dipole is slightly shifted toward the right hemisphere for the original
condition, in line with previous studies suggesting that slow amplitude
fluctuations are preferentially processed in the right hemisphere
(Abrams et al., 2008; Gross et al., 2013; Poeppel, 2003). The actual
phase difference between EEG signal and original signal envelope is
shown, separately for each EEG channel, in the topographies in Fig. 2C.
Again, a dipolar configuration appears in all conditions; the polarity of
this dipole seems to be inversed when comparing original and the two
constructed conditions. Thus, whereas high-level features of speech
sound can entrain EEG oscillations to a similar degree as unprocessed
speech sound, the removal of systematic fluctuations in low-level
features seems to be reflected in a change of the entrained phase.

Whereas Fig. 2 represents the overall amount and (phase) topogra-
phies of phase entrainment in the three conditions, precise temporal
and spectral characteristics cannot be extracted. However, they might
be necessary to explain the observed phase differences for the entrain-
ment in the original and the two constructed conditions.We thus calcu-
lated the cross-correlation between EEG and original signal envelope, as
described for example in VanRullen and Macdonald (2012). The
outcome of this analysis (see Materials and Methods) provides an
estimate of when (i.e., at which time lags) the stimulus (unfiltered orig-
inal signal envelope) and response (unfiltered EEG signal) are related.
Cross-correlations, averaged across trials and subjects, are shown in
Fig. 3 (top panels) for all conditions, separately for all channels (black
lines). Note that there are time lags at which many channels simulta-
neously deviate from their baseline, but with different polarities: The
standard deviation across channels (shown in blue) can thus be used
to quantify the magnitude of cross-correlation between overall EEG
and the signal envelope at a given time lag. For the original condition,
this standard deviation shows two peaks, one earlier component at
~110ms, and another later component at ~190mswith inversed polar-
ity across the scalp (topographical maps for the peaks are shown as
insets). Interestingly, only the later component is present in the con-
structed and constructed reversed conditions, potentially reflecting
entrainment to (acoustic) high-level features of speech sound. Indeed,
a one-way ANOVA on standard deviation values of single subjects for



Fig. 2. Phase-locking between EEG signal and original signal envelope (i.e., phase entrainment) in the three conditions. A. The average phase-locking across channels is shown as bars. P-
values of phase-locking (obtained by a permutation procedure; seeMaterials andMethods) are shownas dashed lines, indicating significant phase entrainment (p b 10−6) in all conditions
and thus amajor role for high-level acoustic cues as the underlying entraining feature of speech sound. (Note that the p-value thresholdswere obtained by independent permutation tests
for the 3 experimental conditions, yet turned out near-identical.) B. Topographies corresponding to A, showing phase-locking values at each electrode location. A dipolar structure of phase
entrainment is visible in all conditions. C. Topographies corresponding to A, representing the phase difference between EEG signal and original signal envelope at each electrode location.
Electrodes without significant phase entrainment are shaded out. The dipolar structure of phase entrainment visible in B now shows an inversed polarity in the absence of low-level
features of speech sound (constructed and constructed reversed condition).
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the two time lags yields a significant effect of condition for the 110 ms
time lag (F(2) = 14.62, p = 0.002), with post-hoc tests indicating a
stronger cross-correlation for the original condition than for the two
constructed conditions, but no significant effect of condition for the
190 ms time lag (F(2) = 3.84, p = 0.057). The inversed polarity
between earlier low-level component (specific to the original condi-
tion) and later high-level component (present in all conditions) is
reminiscent of the dipoles that were observed for the analysis of
entrained phases (Fig. 2C) and showed an inversed polarity for the
original and the two constructed conditions. This might suggest that
the topography of entrainment phases is mainly driven by low-level
components in the original condition, and by high-level components
in the constructed conditions. Moreover, an early (~50 ms) cross-
correlation component seems to be present in some conditions.
Although a one-way ANOVA yields a main effect of condition at that
time lag (F(2) = 7.26, p = 0.004), post-hoc tests reveal no significant
difference between original and constructed reversed condition, a
Fig. 3. Top panels: Cross-correlation between original signal envelope and EEG signal (both unfi
Only the original condition shows a peak in standard deviation at ~110ms (time lag between sp
seen in all conditions, and an earlier, slightlyweaker peak (~50ms) that ismost evident in the o
high-level cues. The insets show the topographical distribution of cross-correlation, with resp
condition. Bottom panels: Significance values of the time–frequency transform of cross-correl
of cross-correlation involves significant correlations at higher frequencies including the gamm
theta-range. FDR-corrected significance threshold, alpha b 0.05, is shown as a red line in the co
finding that rules out low-level entrainment involved in this peak
(however, cross-correlation for both original and constructed reversed
condition is significantly stronger than for the constructed condition
at that time lag). In order to characterize spectral properties of the
entrained responses, we computed a time–frequency transform of the
cross-correlation signals (averaged across channels). We obtained sig-
nificance values for each time–frequency point by comparing our
cross-correlation results with surrogate distributions where EEG data
from each trial was cross-correlated with the signal envelope from an-
other trial (see Materials and Methods). Results are shown in the bot-
tom panels of Fig. 3: Whereas high-level information common to all
three conditions preferentially involves correlations in the theta-band,
the low-level component at ~110 ms additionally entails gamma-band
correlations (here ~20–50 Hz).

Thus, in summary, our results show (1) that phase entrainment of
EEG oscillations is possible evenwhen speech sound is not accompanied
by fluctuations in low-level features, (2) that the removal of those
ltered) for all channels (black lines) and the standard deviation across channels (blue line).
eech and EEG), indicating an entrainment to low-level cues. A later peak (~190ms) can be
riginal and constructed reversed condition. Both peaks indicate an entrainment to acoustic
ect to the timing of the two most pronounced peaks (110 ms and 190 ms) in the original
ation functions (averaged across channels). Note that the 110-ms (low-level) component
a-range, whereas the other (high-level) components entail correlations restricted to the
lorbar.
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Image of Fig. 3
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features results in a change of the entrained phase, (3) that linguistic in-
formation is not necessary for this high-level neural phase entrainment,
and (4) that the entrainment to low- and high-level features occurs at
different time lags between stimulus and EEG, with the entrainment
to low-level features occurring earlier and in the gamma-range, where-
as high-level entrainment occurs later (but with an additional, weaker
peak occurring earlier than the low-level component; see Discussion)
and in the theta-band.

Discussion

Phase entrainment of neural oscillations as a potential tool for effi-
cient stimulus processing has been described repeatedly (Calderone
et al., 2014; Lakatos et al., 2005, 2013; Schroeder et al., 2010;
Schroeder and Lakatos, 2009) and is paramount in current theories of
speech comprehension (Doelling et al., 2014; Ghitza, 2011, 2012,
2013, 2014; Giraud and Poeppel, 2012; Zion Golumbic et al., 2013).
However, the underlying mechanisms are far from clear (Ding and
Simon, 2014). Here, we disentangled the influence of low-level (i.e.,
sound amplitude and spectral content) and higher-level features of
speech, by comparing neural entrainment to everyday speech sound
to entrainment based only on high-level speech cues. Our results
suggest that neural phase entrainment is not reduced when high-level
features of speech are not accompanied by fluctuations in sound ampli-
tude or spectral content (a complementary study, reaching a similar
conclusion, has been presented by Ding et al., 2013). Instead, we
observed a change in the phase difference between the entrained EEG
oscillations and the speech sound. In line with a recent psychophysical
study (Zoefel and VanRullen, 2015), this effect cannot be explained by
a passive response to the periodic auditory stimulation at early stages
of auditory processing (e.g., in the cochlea), and thus provides impor-
tant evidence for phase entrainment as an active tool of efficient stimu-
lus processing (e.g., Schroeder et al., 2010). Note a more elaborate
discussion of definitions of low-level and high-level features of speech
can be found in Zoefel and VanRullen (2015).

Based on the results obtained in our previous study, one would
expect the detection of a tone pip, presented at random moments dur-
ing stimulation, to depend on the phase of the entrained EEG oscilla-
tions (similar results have been reported in studies using non-speech
sound as entraining stimulus: Henry and Obleser, 2012; Ng et al.,
2012; note, however, that those results remain debated: Vanrullen
and McLelland, 2013; Zoefel and Heil, 2013). However, in the present
study, we did not attempt such behavioral analyses due to the reduced
statistical power (each condition counted about one fourth of tone pip
events compared to Zoefel and VanRullen, 2015; this was due to both
the time-consuming preparation of EEG recordings and an increased
number of experimental conditions). As expected, the examination of
a potential modulation of tone pip detection by pre-stimulus EEG
phase only showed negative results (data not shown). Thus, although
we could not demonstrate behavioral consequences of the entrained
EEG oscillations in the present study, we refer to our earlier psycho-
physical experiments where we could show (with sufficient statistical
power) a modulation of perceptual behavior (i.e., tone pip detection)
by the “high-level rhythm” in the same type of constructed speech/
noise snippets (Zoefel and VanRullen, 2015). Further studies, using
similar stimuli but with improved signal-to-noise ratio, are necessary
in order to show simultaneous entrainment of behavior and electro-
physiological markers.

The role of intelligibility in phase entrainment is currently debated.
On the one hand, intelligibility is not required for entrainment to speech
sound or other, simpler stimuli such as pure tones (Besle et al., 2011;
Gross et al., 2013; Howard and Poeppel, 2010; Luo and Poeppel, 2012;
O'Connell et al., 2011; Peelle et al., 2013; Stefanics et al., 2010; Zoefel
and Heil, 2013); on the other hand, phase entrainment is sometimes
enhanced in intelligible compared to non-intelligible sentences (Gross
et al., 2013; Peelle et al., 2013). In our previous study, we found that
behavioral phase entrainment to high-level speech cues is indeed
reduced if speech intelligibility is abolished by reversing the stimuli
(Zoefel and VanRullen, 2015), but this does not necessarily have to be
the case for neural phase entrainment. In the present study, we
compared entrainment to acoustic and linguistic high-level cues
(“constructed condition”) with that to acoustic high-level cues alone
(“constructed reversed condition”). We found that the amount of
phase entrainment did not differ between these two high-level condi-
tions, indicating a principal role of acoustic (and not linguistic) features
in the reported high-level phase entrainment of neural oscillations.
These acoustic high-level features of speech might be the characteristic
part of an intermediate step of speech analysis in the brain, prior to the
actual linguistic processing (Hickok and Poeppel, 2007). Similar results
(i.e., entrainment of neural oscillations by unintelligible speech) have
been obtained by other groups (Howard and Poeppel, 2010; Millman
et al., 2014). Furthermore, the observed results suggest an interesting
mechanism, although very speculative, for the interaction between en-
trainment and intelligibility:Whereaswe found neural (i.e., EEG) phase
entrainment to both forward and time-reversed speech/noise sound,
this neural entrainment only seemed to have perceptual consequences
in behavioral measurements when the speech/noise sound was played
forward (Zoefel and VanRullen, 2015). We can thus speculate that neu-
ral phase entrainment and “tone pip” stimulus detectionmight occur in
different areas of the brain. In a recent study by Steinschneider et al.
(2014), for instance, neuronal responses in temporal regions were
modulated by the semantic context of sound, but did not predict behav-
ioral outcome, which was only reflected in activity in prefrontal cortex.
Moreover, it has been reported that phase entrainment to both attended
and unattended speech can be observed in early cortical regions;
however, the entrainment to unattended (but not attended) speech is
“lost” in more frontal areas (Ding and Simon, 2012; Horton et al.,
2013; Zion Golumbic et al., 2013). A similar effect might underlie our
findings: Both intelligible and unintelligible speech might entrain
early cortical regions, but only intelligible speech might entrain more
frontal areas (and affect behavior). Thus, although intelligibility of
speech might not directly affect the neural entrainment in regions of
auditory processing, it might act as a crucial variable that determines
whether the entrained neural activity affects decisions in frontal areas
or not (or possibly, whether temporal and frontal areas are functionally
connected; Weisz et al., 2014). Finally, Ding and Simon (2014) recently
hypothesized that it might be necessary to differentiate entrainment
to speech in the delta-range (1–4 Hz) from that in the theta-range (4–
8 Hz), with the former adjusting to acoustic and the latter to phonetic
information. As our stimulus construction was based on a signal enve-
lope filtered between 2 and 8 Hz (comprising both delta- and theta-
range), we were not able to separate our observed entrainment into
those two frequency bands. It is possible that only theta-entrainment
affected pip detection in our behavioral task and that this entrainment
is indeed larger in the constructed condition than in the constructed
reversed one. Clearly, further studies are necessary to determine
under what circumstances linguistic cues are important for phase
entrainment or not.

We acknowledge that, in the current study, we were only able to
equalize speech features on a very early level of auditory processing
(e.g., on the cochlear level), making it difficult to assign the observed
entrainment to a particular level in the auditory pathway. Thus, we
can speculate only based on the current literature: We presume that
entrainment to low-level features of speech sound occurs relatively
early in the auditory pathway (i.e., somewhere between cochlea and
primary auditory cortex, including the latter; Davis and Johnsrude,
2003; Lakatos et al., 2005), whereas entrainment to high-level features
occurs beyond primary auditory cortex (Uppenkamp et al., 2006).
Important candidates are the supratemporal gyrus (more specifically,
mid- and parietal STG) and sulcus (STS), which seem to be primarily in-
volved in the analysis of phonetic features (Binder et al., 2000; DeWitt
and Rauschecker, 2012; Hickok and Poeppel, 2007; Mesgarani et al.,
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2014; Poeppel et al., 2012; Scott et al., 2000). To confirm these assump-
tions, itmay thus be interesting to present our constructed speech/noise
stimuli during intracranial recordings, which offer a spatial resolution
vastly superior to that of EEG (Buzsáki et al., 2012).

Using a cross-correlation procedure, we were able to extract
spectro-temporal characteristics of low- and high-level processing of
speech sounds. Here, we observed an earlier (~110 ms) component
reflecting low-level processing and involving the gamma-band, and a
later (~190 ms) component that was spectrally restricted to the theta-
band and potentially reflects high-level processing. Our results are con-
sistentwith the current literature, concerning both the observed timing,
topography, and separation into low- and high-level components. For
instance, Horton et al. (2013) reported very similar time lags and topog-
raphieswhen cross-correlating EEGwith the envelope of normal speech
sound. McMullan et al. (2013) presented subjects with first-order
(change in energy) and higher-order (change in perceived pitch with-
out change in overall energy) boundaries in the auditory scene and
compared the responses measured in the EEG. Very similar to our
study, they observed an earlier gamma-component in the response to
first-order boundaries which was absent for the high-order stimuli. A
later component in the theta-band was recorded for both types of
boundaries. Krumbholz et al. (2003) comparedmagnetoencephalogram
(MEG) responses to sound onsetwith those to a transition fromnoise to
a discrete pitchwithout accompanying energy changes, and reported an
earlier (~100 ms) component for the former, whereas perceived pitch
produced a later (~150ms) response. Finally, the frequencies of our ob-
served cross-correlation components are in line with the currently
emerging role of different oscillatory frequency bands (Bastos et al.,
2014; Buffalo et al., 2011; Fontolan et al., 2014): Although more work
needs to be done, there is accumulating evidence that faster frequency
bands (e.g., the gamma-band) might reflect bottom-up mechanisms
(i.e., processing of sensory information) whereas slower bands
(e.g., the alpha-band) might be responsible for top-down mechanisms
(i.e., processing of cognitive information, such as predictions about up-
coming events). The two different frequency components (earlier
“low-level gamma” and later “high-level theta”) in our cross-
correlation results support this idea and provide evidence for a similar
mechanism in the auditory system. Note that the theta-band might
have a similar role for the auditory system as the alpha-band for the vi-
sual system, as it seems to be related to higher-order cognitive func-
tions, such as temporal predictions (Arnal and Giraud, 2012; Luo et al.,
2013; Schroeder et al., 2010; Stefanics et al., 2010) or adjustment tomu-
sical rhythm (Nozaradan, 2014). Although not as easy to explain as the
other two components, it is worth mentioning that an additional com-
ponent of high-level processing appeared in our data: A peak around
50mswas visible, entailing activity in the theta-band, whose amplitude
did not statistically differ between original and constructed reversed
conditions, suggestive of a high-level effect (however, we note that
this peak was significantly less pronounced for the constructed condi-
tion, a finding that is not necessarily expected). We also point out that
the seemingly early timing of the first high-level effect (~50 ms) does
not contradict its being a high-level process. Indeed, the time lag of a
cross-correlation between two quasi-rhythmic signals (signal envelope
and brain activity) cannot be directly interpreted as the latency in re-
sponse to a stimulus. For example, perfect phase synchronization
(i.e., phase entrainment with no phase difference) between speech
stimulus and entrained brain responses would result in a cross-
correlation peak at time lag 0. Thus, a time lag of 50 ms does not neces-
sarilymean that the stimulus is processed at relatively early latencies—it
merely reflects the phase lag between stimulus and recorded signal.

In conclusion, by means of speech/noise stimuli without systematic
fluctuations in sound amplitude or spectral content, we were able to
dissociate low- and high-level components of neural phase entrainment
to speech sound. We suggest that EEG phase entrainment includes an
adjustment to high-level acoustic features, as neural oscillations
phase-lock to these cues. We speculate that this entrainment to speech
might only affect behavior when speech is intelligible, potentially
mediated by an improved connectivity between temporal and frontal
regions. Finally, low-level cues (e.g., large changes in energy) induce
an additional response in the brain, differing from high-level EEG
entrainment with respect to spectro-temporal characteristics, the
entrained phase, and potentially anatomical location.
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