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Abstract 

Neural entrainment, the alignment between neural oscillations and rhythmic stimulation, is 

omnipresent in current theories of speech processing – nevertheless, the underlying neural 

mechanisms are still largely unknown. Here, we hypothesized that laminar recordings in 

non-human primates provide us with important insight into these mechanisms, in particular 

with respect to processing in cortical layers. We presented one monkey with human 

everyday speech sounds and recorded neural (as current-source density, CSD) oscillations in 

primary auditory cortex (A1). We observed that the high-excitability phase of neural 

oscillations was only aligned with those spectral components of speech the recording site 

was tuned to; the opposite, low-excitability phase was aligned with other spectral 

components.  As low- and high-frequency components in speech alternate, this finding might 
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reflect a particularly efficient way of stimulus processing that includes the preparation of the 

relevant neuronal populations to the upcoming input. Moreover, presenting speech/noise 

sounds without systematic fluctuations in amplitude and spectral content and their time-

reversed versions, we found significant entrainment in all conditions and cortical layers. 

When compared with everyday speech, the entrainment in the speech/noise conditions was 

characterized by a change in the phase relation between neural signal and stimulus and the 

low-frequency neural phase was dominantly coupled to activity in a lower gamma-band. 

These results show that neural entrainment in response to speech without slow fluctuations 

in spectral energy includes a process with specific characteristics that is presumably 

preserved across species. 

Keywords:   Neural oscillations, phase, entrainment, speech, A1, monkey, phase-

amplitude coupling 

 

 

1. Introduction 

Many stimuli in the auditory environment – such as speech sounds – are rhythmic and 

alternate between important and less relevant events. Brain activity can be rhythmic as well: 

Neural oscillations reflect changes between high and low excitability phases of neuronal 

populations (Buzsáki and Draguhn, 2004). It has been proposed that these oscillations can be 

seen as alternations between open and closed “windows of opportunity” (more or less 

optimal moments) for input to be processed (Jensen et al., 2012). Thus, it is a reasonable 

assumption that the auditory system tries to align its oscillations with external rhythms 

(Calderone et al., 2014; Lakatos et al., 2008). Indeed, the alignment between neural 

oscillations and speech has been associated with an improved speech comprehension 

(Ahissar et al., 2001; Luo and Poeppel, 2007; Park et al., 2015). The precise neural 
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mechanisms underlying this phenomenon are currently debated (see Zoefel and VanRullen, 

2015c, for discussion): Examples include a periodic adjustment of the phase of neural 

oscillations (McAuley, 1995), potentially via phase-reset (Schroeder and Lakatos, 2009), or 

the involvement of a balanced relation between excitatory and inhibitory neurons (Fries, 

2005). In the present work, we therefore use the neutral term “neural entrainment” and 

define it as the alignment of an internal oscillatory (e.g., electrophysiological) signal to an 

external rhythm (e.g., speech). 

Besides very few intracranial studies (Fontolan et al., 2014; Nourski et al., 2009), reports of 

neural entrainment are usually based on surface electrophysiological recordings with 

relatively low spatial resolution (using, e.g., electro-/magnetoencephalogram, EEG/MEG; 

e.g., Ahissar et al., 2001; Baltzell et al., 2016; Crosse et al., 2016, 2015; Di Liberto et al., 2015; 

Ding and Simon, 2013, 2012; Ding et al., 2016; Doelling et al., 2014; Gross et al., 2013; 

Horton et al., 2013; Kayser et al., 2015; Luo and Poeppel, 2007; Millman et al., 2015; Peelle 

et al., 2013; Zoefel and VanRullen, 2015b). The characterization of neural entrainment to 

speech sounds with respect to laminar processing in auditory cortex would thus represent a 

step forward in our understanding of the brain’s processing of speech and, more generally, 

of rhythmic input. For this purpose, recordings in monkey auditory cortex are an important 

tool (Rauschecker and Scott, 2009): First, monkeys and humans are genetically closely 

related. Second, in contrast to humans, laminar profiles can be easily recorded in monkeys. 

Third, entrainment of neural oscillations has been demonstrated repeatedly in monkeys 

(Lakatos et al., 2005b, 2008, 2013a), indicating that humans and monkeys share a common 

mechanism of adaptation to rhythmicity.  



4 
 

We are aware of only one other study1 showing neural responses in monkey A1 during the 

presentation of common human speech (Steinschneider et al., 2013). However, this study 

was limited to the presentation of words and focused on neural responses to phonemes. In 

the current study, we presented long (five one-minute) sequences of everyday speech and 

measured the entrainment of neural oscillations in the different cortical layers of A1. A1 is 

tonotopically organized (Merzenich and Brugge, 1973), and its spectral tuning determines 

how oscillations entrain to sound input: For instance, it has been shown that a given 

stimulus does not only affect the phase of neural oscillations in the area of A1 tuned to the 

stimulus frequency (defined as “best frequency” region, or BF region), but also in the rest of 

auditory cortex – by aligning the high- and low-excitability phase of oscillations in BF- and 

non-BF regions with the expected sound onset, respectively (Lakatos et al., 2013a; O’Connell 

et al., 2011).  However, these results were reported using trains of pure tones as stimuli; we 

were therefore interested in how oscillations entrain to spectrally complex sounds such as 

speech, and how the tonotopic organization of A1 affects this mechanism. 

Although everyday speech is an interesting stimulus, it contains large fluctuations in 

amplitude and spectral content (Fig. 1A, top; Fig. 1B, left) – any observed entrainment can 

thus be “biased”, as it cannot be ruled out that it entails a passive “following” of these 

fluctuations at very early levels of auditory processing (e.g., a “ringing” or “frequency-

following response” (FFR) of the cochlea; Dau, 2003; VanRullen et al., 2014). Recently, we 

reported the construction of speech/noise stimuli without systematic fluctuations in 

amplitude and spectral content (or “spectral energy”), i.e. features processed at the cochlear 

                                                           
1
 In the work by Kayser et al., 2009, the investigation of neural codes in monkey auditory cortex included the 

presentation of human speech, but results were generalized across a range of natural sounds. 
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level2 (Fig. 1A, bottom; Fig. 1B, right; Zoefel and VanRullen, 2015a). Remaining features 

(including but not restricted to phonetic information) and intelligibility were conserved; we 

can therefore assume that neural entrainment in response to these constructed stimuli is 

produced at a level located beyond the earliest level of the auditory hierarchy. 

In previous work, we reported that entrainment of EEG oscillations persists in the absence of 

systematic fluctuations in amplitude and spectral content; this entrainment, however, does 

not depend on linguistic features, as it is not disrupted when the speech/noise sound is 

reversed (Zoefel and VanRullen, 2015b; summarized in Zoefel and VanRullen, 2015c). Based 

on this finding, we hypothesized that we can find  entrainment in response to our 

constructed stimuli in monkey A1 as well. Therefore, in addition to everyday speech, we 

presented these speech/noise sounds and measured the entrainment of neural oscillations 

to them. We were thus able to characterize neural entrainment to speech, both with (i.e. to 

everyday speech) and without slow spectral energy fluctuations  (i.e. to our constructed 

speech/noise stimuli).  

2. Materials and Methods 

2.1 Subjects 

In the present study, we analyzed the electrophysiological data recorded during nine 

penetrations of area A1 of the auditory cortex of one female rhesus macaque weighing ~9 

kg, who had been prepared surgically for chronic awake electrophysiological recordings. 

Before surgery, the animal was adapted to a custom-fitted primate chair and to the 

                                                           
2
 Note that our constructed stimuli differ from common amplitude-modulated (AM) or frequency-modulated 

(FM) stimuli in that the latter only control for changes in amplitude or frequency but not in both. 
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recording chamber. All procedures were approved in advance by the Animal Care and Use 

Committee of the Nathan Kline Institute. 

2.2 Surgery 

Preparation of the subject for chronic awake intracortical recording was performed using 

aseptic techniques, under general anesthesia, as described previously (Schroeder et al., 

1998). The tissue overlying the calvarium was resected and appropriate portions of the 

cranium were removed. The neocortex and overlying dura were left intact. To provide access 

to the brain and to promote an orderly pattern of sampling across the surface of the 

auditory areas, plastic recording chambers (Crist Instrument) were positioned normal to the 

cortical surface of the superior temporal plane for orthogonal penetration of area A1, as 

determined by preimplant MRI. Together with socketed Plexiglas bars (to permit painless 

head restraint), they were secured to the skull with orthopedic screws and embedded in 

dental acrylic. A recovery time of 6 weeks was allowed before we began data collection. 

2.3 Electrophysiology 

During the experiments, the animal sat in a primate chair in a dark, isolated, electrically 

shielded, sound-attenuated chamber with head fixed in position, and was monitored with 

infrared cameras. Neuroelectric activity was obtained using linear array multicontact 

electrodes (23 contacts, 100 um intercontact spacing, Plexon). The multielectrodes were 

inserted acutely through guide tube grid inserts, lowered through the dura into the brain, 

and positioned such that the electrode channels would span all layers of the cortex, which 

was determined by inspecting the laminar response profile to binaural broadband noise 

bursts.  
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Neuroelectric signals were impedance matched with a preamplifier (10X gain, bandpass dc 

10 kHz) situated on the electrode, and after further amplification (500X) they were recorded 

continuously with a 0.01–8000 Hz bandpass digitized with a sampling rate of 20 kHz and 

precision of 16 bits using custom-made software in Labview. The signal was split into the 

local field potential (LFP; 0.1–300 Hz) and multiunit activity (MUA; 300–5000 Hz) range by 

zero phase shift digital filtering. Signals were downsampled to 2000 Hz and LFP data were 

notch-filtered between 59 and 61 Hz to remove electrical noise (transition bandwidth 2 Hz). 

MUA data were also rectified to improve the estimation of firing of the local neuronal 

ensemble (Legatt et al., 1980). One-dimensional CSD profiles were calculated from LFP 

profiles using a three-point formula for the calculation of the second spatial derivative of 

voltage (Freeman and Nicholson, 1975). The advantage of CSD profiles is that they are less 

affected by volume conduction like the LFP, and they also provide a more direct index of the 

location, direction, and density of the net transmembrane current flow (Mitzdorf, 1985; 

Schroeder et al., 1998). 

 At the beginning of each experimental session, after refining the electrode position in the 

neocortex, we established the BF of the recording site using a “suprathreshold” method 

(Lakatos et al., 2005a; Steinschneider et al., 1995). The method entails presentation of a 

stimulus train consisting of 100 random order occurrences of a broadband noise burst and 

pure tone stimuli with frequencies ranging from 353.5 Hz to 16 kHz in half-octave steps 

(duration: 100 ms, r/f time: 5 ms; inter-stimulus interval, ISI: 624.5 ms). Apart from 

anatomical information (e.g., preimplant MRI), an electrode position in A1 was inferred by a 

clear frequency tuning during our "suprathreshold" method. For two recordings, a position 

in A1 was likely but could not be ascertained (i.e. a recording in belt regions of auditory 

cortex could not be ruled out). These recordings were included in the present study, but did 
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not change results when excluded from data analysis. Auditory stimuli were produced using 

Matlab in-house scripts and delivered via Experiment Builder Software (SR Research Ltd., 

Mississauga, Ontario, Canada) at 50 dB SPL coupled with MF-1 free-field speakers. 

2.4 Experimental paradigm 

Stimuli of four experimental conditions (Fig. 1A) were presented to the monkey – all of them 

were based on five one-minute snippets of a male English speaker reading parts of a classic 

novel. In the first condition (“original”), these everyday speech snippets were presented. In 

the second condition (“original reversed”), these sounds were presented in reverse, a 

common procedure to test the influence of intelligibility on the observed results (e.g., Gross 

et al., 2013; Park et al., 2015). Although this test is not necessarily meaningful in our case of 

non-human primates, we were nonetheless interested in the outcome: The issue has been 

raised that the reversal of speech per se might destroy “acoustic edges” (acoustically abrupt 

landmarks; Doelling et al., 2014; Stevens, 2002), leading to a decline in neural entrainment 

that has nothing to do with the decrease in intelligibility (Millman et al., 2015; Peelle and 

Davis, 2012). If this assumption were true, we should see a decrease in entrainment in this 

condition as well.  

In the third condition (“constructed”), we presented speech/noise sounds in which 

systematic spectral energy fluctuations (i.e. fluctuations in amplitude and spectral content; 

those are shown in Fig. 1B, left) were removed. The detailed construction of these stimuli 

was described in Zoefel and VanRullen (2015a) and MATLAB code is provided as 

Supplementary Material. In short, original speech was mixed with noise tailored to 

counterbalance fluctuations in amplitude and spectral content, so that – on average – the 

different phases of the speech envelope do not differ in these properties anymore (Fig. 1B, 
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right). Note that, although some remainder fluctuations are left in the stimulus (Fig. 1A, 

bottom), any deviation in one direction for one cycle must be compensated by opposite 

deviations during other cycles and cannot affect our analysis of neural entrainment 

explained below. Intelligibility – and therefore phonetic information – was preserved; neural 

entrainment to these stimuli is thus possible, assuming that the distinct features of speech 

and noise (which alternate rhythmically by construction) can be distinguished. Finally, it is 

important to note that the timing of remaining speech features in the constructed 

speech/noise snippets is reflected in the original speech envelope (as they co-vary with 

spectral energy fluctuations in everyday speech). Finally, for completeness, in the fourth 

condition (“constructed reversed”), the constructed speech/noise snippets were presented 

in reverse.  

For each recording, the five one-minute snippets of all four conditions (i.e. 20 snippets) were 

presented in random order. The monkey listened passively to those stimuli. Snippets were 

separated by silence of 10 s. In the following, one “trial” is defined as the presentation of 

one snippet. 

2.5 Data analyses  

All analyses were done separately for supragranular, granular, and infragranular layers. For 

supragranular and infragranular layers, two channels (one sink and one source) were chosen 

based on the laminar profile obtained in the “suprathreshold method”. The latter normally 

results in clear sinks and sources that can readily be assigned to these layers (e.g., Lakatos et 

al., 2013a). Only one channel – the sink – was chosen for the granular layer, as the 

corresponding source is sometimes difficult to define. For each trial, CSD and MUA signals 

were baseline corrected by subtracting the average of the 1-s window recorded before the 
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beginning of the respective trial. Moreover, the first and last 500 ms of each trial were 

rejected in order to avoid contamination by neural responses evoked by the onset or offset 

of the trial, respectively. 

2.5.1 Neural entrainment: cross-correlation 

In this work, neural entrainment is defined as an alignment between two oscillatory signals 

(here: speech or speech/noise sounds and recorded signal). Note that, in order to investigate 

this alignment, the original speech envelope (or its time-reversed version) was used as a 

reference for all conditions – but it reflects features that are processed both in the cochlea 

(i.e. amplitude and spectral content) and beyond in the two original conditions (“original” 

and “original reversed”), and only those processed at hierarchically higher stages in the two 

constructed conditions (as explained above; “constructed” and “constructed reversed”). In 

order to test neural entrainment to these features, the broadband speech envelope 

(extracted by Wavelet Transformation for 304 logarithmically spaced frequencies in the 

range between 0.59 and 21345 Hz, then summed across frequencies) was used as a 

reference, and neural entrainment to this envelope was compared across conditions, as 

outlined below. However, an additional aim of this study was to investigate the entrainment 

of different tonotopically organized regions to the various spectral components of speech. 

Therefore, for the original condition (only), neural entrainment to the envelope of different 

filtered versions of the speech signal was also analyzed. The following frequency bands were 

used for this analysis: 0.075-0.15 kHz, 0.225-0.45 kHz, 0.375-0.75 kHz, 0.6-1.2 kHz, 0.75-1.5 

kHz, 1.5-3 kHz, 2.25-4.5 kHz, 3.75-7.5 kHz, 6-12 kHz, 9-18 kHz, 12-24 kHz, and 18-30 kHz.  
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In order to quantify neural entrainment, we calculated the cross-correlation between speech 

envelope and CSD/MUA signal, computed for time lags between -1 and 1s (Lalor et al., 2009; 

VanRullen and Macdonald, 2012): 

                  (    )   ∑   ( )       (      )

 

 

where env(T) and signal(T) denote the standardized (z-scored) speech envelope and the 

corresponding standardized (z-scored) CSD or MUA response at time T and channel ch, 

respectively, and t denotes the time lag between envelope and recorded signal. Cross-

correlations were averaged across trials and recordings, but separately for each layer. Note 

that cross-correlation can also be used to determine the coherence between envelopes of 

different frequency bands of speech, if signal is replaced by env2 in the above formula, and 

env and env2 both represent envelopes of the speech signal, filtered into different frequency 

bands (cf. Fig. 4).   

2.5.2 Neural entrainment: phase-dependent responses 

We were able to use cross-correlation only to determine neural entrainment in response to 

the original speech sounds: Although cross-correlation is an important tool for the 

estimation of neural entrainment, it was necessary to develop an additional analysis. This is 

because, during the construction of our speech/noise stimuli, amplitude and spectral 

content were matched across binned phases of the original speech envelope. Cross-

correlation analysis does not use phase bins, and might therefore be “contaminated” by 

spectral differences even in the case of the two constructed conditions (“constructed” and 

“constructed reversed”).  
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We thus designed the following analysis: The original speech envelope (downsampled to 

2000 Hz to match the sampling rate of the CSD/MUA signal and filtered between 2 and 8 Hz, 

the dominant frequency range of its spectrum) was divided into the same phase bins (i.e. 12 

phase bins between –pi and pi) that were used for stimulus construction (Zoefel and 

VanRullen, 2015a). Each data point of the speech envelope corresponded to one data point 

of CSD/MUA signal that was recorded at the same time: Thus, we were able to calculate the 

average CSD/MUA amplitude as a function of phase (bin) of the original speech envelope. 

The CSD signal was filtered between 2 and 8 Hz before this procedure in order to match the 

dominant frequency of the original speech envelope (a prerequisite for neural entrainment). 

If there were neural entrainment, the CSD/MUA signal should be influenced by the speech 

envelope – logically thus, it should fluctuate as a function of original envelope phase. In 

order to test this, we fitted a sine wave to the CSD/MUA amplitude as a function of envelope 

phase: The amplitude of this sine wave reflects the strength of entrainment (but note that 

this variable can be influenced by the amplitude of the recorded signal; this is accounted for 

by the comparison with a surrogate distribution as explained below) and the phase of this 

sine wave reflects the phase relation between entrained signal and original speech envelope. 

 Two different hypotheses could be tested based on the thus extracted amplitudes values: 

(1) whether there is significant overall neural entrainment in the different conditions and 

layers and (2) whether there are significant differences in neural entrainment across 

conditions or layers. For (1), significance of neural entrainment was tested by a permutation 

procedure. Here, the analysis was repeated 1,000,000 times, but speech envelope and 

recorded signal were drawn from different trials. Thus, it was possible to obtain a range (i.e. 

a surrogate distribution) of (sine wave) amplitude values under the null hypothesis of no 

neural entrainment between original speech envelope and recorded signal. P-values were 
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obtained for the recorded data by comparing “real” amplitude values (averaged across 

recordings and either across layers – to test entrainment in the different conditions – or 

across conditions – to test entrainment in the different layers) with the surrogate 

distribution (averaged likewise). P-values were corrected for multiple comparisons using FDR 

(Benjamini and Hochberg, 1995). Note that the obtained amplitude values are necessarily 

positive; therefore, even under the null hypothesis of no entrainment, amplitude values 

above 0 are likely. This results in the fact that a simple t-test (e.g., test whether the obtained 

amplitudes are significantly different from 0) would not represent a valid approach to test 

the null hypothesis and speak in favor of the permutation procedure as a more appropriate 

test for neural entrainment. Moreover, as surrogate and “real” data contain the same 

CSD/MUA amplitude values, a significance difference between the two would reflect 

entrainment, independent of the amplitude of the recorded signal. For (2), the obtained 

amplitude values of the fitted sine waves were subjected to a two-factorial ANOVA (main 

factors condition and layer).  

We were also interested in whether the phase relation between recorded signal and 

stimulus rhythm, reflected by the phases of the fitted sine waves, differ across conditions. 

This question was analyzed on a single-trial level and the fitted phases from the original 

condition were used as a reference: For each trial, layer and recording, the circular 

difference between fitted phases in the original condition and any other condition was 

determined. Note that trials are independent from each other: Any possible combination of 

trials could thus be compared (e.g., trial 1 of the original condition with trial 1 of the 

constructed condition, trial 1 of the original condition and trial 2 of the constructed 

condition etc.). For the original condition, phases of different trials could be compared as 

well – but, of course, phases of the same trials were excluded from the comparison. Phase 
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differences were determined separately for each layer and recording and then pooled across 

recordings, leading, for each layer, to 9 (recordings) * 5*5 (trial combinations) = 225 phase 

differences for original reversed, constructed and constructed reversed condition, and to 9 

(recordings) * 5*4 (trial combination) = 180 phase differences for the original condition. For 

the original condition, this distribution of phase differences only serves control purposes and 

provides an estimation of the variability of the phase relation between recorded signal and 

stimulus across trials. For the other conditions, if there were a difference in phase relation 

compared to the original condition, the mean phase difference would be different from 0. 

We analyzed these phase differences by means of two statistical tests. First, using Rayleigh’s 

Test, we tested whether phase differences are non-uniformly distributed – only in this case it 

would be appropriate to interpret the circular mean of the respective distribution of phase 

differences. Second, using a circular test equivalent to Student’s t-test with specified mean 

direction, we tested whether the circular mean of the respective distribution of phase 

differences is significantly different from 0. A significant value in this test would indicate a 

difference in phase relation between the respective condition and the original condition.  

2.5.3 Phase-amplitude coupling (PAC) 

It has often been argued that the coupling of the phase of neural oscillations at frequencies 

corresponding to the dominant frequency range of the speech envelope (~2-8 Hz) with the 

amplitude of oscillations at higher frequencies (e.g., in the gamma-range, ~25-120 Hz) might 

play an important role for the “tracking” (or “parsing”) of speech sounds, and rather 

theoretical argumentations (Ghitza, 2011, 2012; Giraud and Poeppel, 2012; Hyafil et al., 

2015; Poeppel, 2003) have been underlined by practical findings in response to non-speech 

(Luo and Poeppel, 2012) and speech stimuli (Fontolan et al., 2014; Gross et al., 2013; Park et 
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al., 2015; Zion Golumbic et al., 2013). As the specific roles of different features of speech for 

phase-amplitude coupling (PAC) remained unclear, we were interested in differences in the 

observed coupling for our experimental conditions. Moreover, it has been shown 

convincingly that artificial PAC can be produced for different reasons, such as imperfect 

sinusoidal shapes of the recorded signal (Aru et al., 2015; Cole and Voytek, 2017; Dvorak and 

Fenton, 2014; Lozano-Soldevilla et al., 2016; but see Jensen et al., 2016). However, this 

concern might be reduced somewhat if a coupling between phase and amplitude of different 

layers can be demonstrated, as it has been done before (Spaak et al., 2012): In contrast to a 

common approach, where phase and amplitude are extracted from the same neural signal, 

in this case the signals from both layers would need to be imperfectly sinusoidal and 

synchronized in time in order to create artificial PAC. Thus, as a modified version of the 

phase-locking value proposed in Lachaux et al. (1999), we calculated PAC as follows: 

   (     )  
 

 
∑ 

 

 
∑

 

 

 

   

∑  (        
(        )     (        ))

 

   

 

   

  

where T is the number of time points, N is the number of trials, R is the number of 

recordings, and l1 and l2 are the layers from which phase and amplitude were extracted (for 

the sake of simplification, only sinks were used for this analysis). PAC ranges between 0 (no 

coupling) and 1 (maximal coupling).      corresponds to the phase of the CSD signal, filtered 

between 2 and 8 Hz.          corresponds to the phase of the Hilbert envelope (filtered 

likewise) of the CSD signal, filtered at different gamma frequency bands. For the latter, 

center frequencies between 25 and 118 Hz were used (with the exception of 57-63 Hz, due 

to the application of a notch filter at those frequencies, see above), with the width of the 

band increasing with increased center frequency (smallest bandwidth 10 Hz, largest 
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bandwidth 42 Hz). Note that by averaging across time and trials in the complex domain, PAC 

is only high when the absolute phase difference between gamma envelope and the slower 

CSD oscillation does not vary across trials.  

Again, two different hypotheses could be tested based on these PAC values: (1) whether 

there is significant overall PAC in the different conditions and (2) whether there are 

significant differences in PAC across conditions. For (1), as described above for the sine fit 

amplitude values, we tested significance of the obtained PAC by assigning       and          

of a given trial to different simulated trials and re-calculating PAC 1,000,000 times. This was 

done in order to obtain a range of PAC values under the null hypothesis of no PAC across 

layers or conditions. P-values were calculated for the recorded data by comparing “real” PAC 

values with the surrogate distribution. P-values were corrected for multiple comparisons 

using FDR. For (2), the obtained PAC values were subjected to a three-factorial ANOVA (main 

factors gamma-frequency, spectral energy (original vs constructed) and linguistic 

information (forward vs reverse)). The variability across recording sessions was taken into 

account by including “recording session” as an additional (fourth) factor which was ignored 

for all subsequent steps. As we did not find a 3-way interaction in our data (and therefore 

differences in PAC across conditions are common to all gamma-frequencies; see Results), we 

further characterized our results by averaging across certain conditions (e.g., across linguistic 

information to compare original and constructed conditions). Here, using additional 

permutation tests, the PAC difference between averaged conditions (e.g., original vs 

constructed) was tested for significance for each gamma-frequency: A surrogate distribution 

was constructed for which the assignment “condition” was assigned randomly and, for each 

gamma-frequency, the PAC difference between (e.g., “pseudo”-original and “pseudo”-

constructed) conditions was re-calculated 1,000,000 times. This was done in order to obtain 
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a range of PAC difference values under the null hypothesis of no PAC difference between 

conditions for any given gamma-frequency. P-values were calculated for the recorded data 

by comparing “real” PAC difference values with the surrogate distribution. P-values were 

corrected for multiple comparisons using FDR. 

All analyses were performed in MATLAB, using the toolbox for circular statistics (Berens, 

2009) where appropriate. 

3. Results 

In this study, we characterized neural entrainment to human speech as observed in laminar 

recordings in monkey A1. We presented one monkey (nine recordings) with four different 

experimental categories (Fig. 1A): Original (everyday) speech sounds in the “original” 

condition; speech/noise sounds, for which the original speech was mixed with noise to 

counterbalance fluctuations of features processed at the cochlear level (i.e. amplitude and 

spectral content) in the "constructed" condition" (Fig. 1B; Zoefel and VanRullen, 2015a); and 

the time-reversed version of both conditions in the “original reversed” and “constructed 

reversed” condition, respectively. The layer- and frequency-specific adjustment (i.e. neural 

entrainment) to sounds in these four conditions is described in the following. 

3.1 Neural entrainment to speech in monkey A1 

 We used cross-correlation to characterize the alignment between everyday speech sounds 

and the recorded CSD and MUA signals. Exemplary results from one recording in the original 

condition are shown in Fig. 2B: Prominent peaks of cross-correlation at different time lags 

and polarity are visible. Importantly, these peaks correspond to the different cortical layers 

(Fig. 2A), indicating that they entrain to the speech sounds with specific delays and polarity. 



18 
 

This finding can be seen again in Fig. 2C, in which cross-correlation signals are shown for the 

different layers as chosen based on the laminar profile (obtained in response to pure tones; 

see Materials and Methods) in Fig. 2A. For the CSD (Fig. 2, top), in all layers, one positive and 

one negative peak of cross-correlation can be seen. Rather trivially, the polarity of these 

peaks is opposite when comparing sinks and sources of current flow. Interestingly though, 

one complete “cycle” of cross-correlation (i.e. one positive peak followed by one negative 

peak or vice versa) has a duration of ~200 ms, which corresponds to one cycle of the speech 

envelope. This result reflects entrainment of the CSD signal to the envelope of speech, as 

expected. Neural entrainment can be seen in all layers, but is strongest in supragranular 

layers. Importantly, the entrainment goes along with a change in neuronal firing (reflected in 

MUA; Fig. 2, bottom): A strong decrease, followed by an increase, in neuronal firing can be 

seen in response to speech sounds, and this effect is strongest in granular and adjacent 

layers. Note, however, that this pattern can be reversed, depending on the BF of the 

recording site, as we will see in the following paragraph. 

Next, we analyzed whether the precise alignment between the high- and low-excitability 

phase of brain oscillations and speech with a given spectral content depends on the BF of 

the recording site (only for the original condition). First, we filtered the speech signal into 

different frequency bands (see Material and Methods for the exact definition of those 

bands). We then cross-correlated their envelope and the recorded (unfiltered) signal in 

different tonotopical regions (note that the same frequency bands were used for all 

tonotopical regions). Cross-correlation results were compared (subtracted) between regions 
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tuned to frequencies typical for the spectral content of vowels3 (<= 1000 Hz; 4 recordings) 

and those tuned to frequencies associated with the spectral content of consonants (e.g., 

fricatives, such as /s/; >= 8000 Hz; 3 recordings). In Fig. 3, these differences are shown as a 

function of the frequency bands of speech used for cross-correlation analysis. Importantly, if 

neural oscillations in low- and high-frequency regions were entrained to sounds in a similar 

way (i.e. with a similar phase lag or “polarity”, color-coded in Fig. 3), the cross-correlation 

difference between these regions would be approximately 0. Moreover, if they entrained 

differently (i.e. with different phase lags) but irrespective of input sound frequency, results 

(or “colors”) shown in Fig. 3 would be similar across sound frequencies (or “y-axis”). As it can 

be seen, neither is the case: There are pronounced differences in the phase of CSD 

entrainment between low- and high-frequency sites (Fig. 3A) which, as expected, depend 

both on the stimulus frequency and on the polarity of the layer of interest (i.e. sink vs. 

source). We made sure that these differences resulted from opposite patterns (and not from 

a similar pattern that is more pronounced in one case) between sites of different BF 

(Supplemental Figs. 1 and 2 show separate results for low- and high-frequency sites, i.e. 

before making the contrast in Fig. 3, for two typical recording sites and for the average 

across sites, respectively). Regardless of layer, the entrainment to stimulus frequencies 

corresponding to the BF of the recording site always goes along with an increase in MUA 

(assumedly reflecting neuronal firing) at a time lag close to 0, and a decrease otherwise (Fig. 

3B). This finding indicates that, indeed, the high-excitability phase (associated with an 

increase in MUA) of neural oscillations is aligned with speech events, but only in parts of A1 

where the spectral content of the presented sounds matches their BF; in the rest of A1 (i.e. 

                                                           
3
 We acknowledge here that our spectral classification of vowels and consonants is oversimplified and probably 

insufficient for phonological purposes. However, we argue that it is sufficient for a demonstration of frequency-
specific entrainment to speech sounds.  
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in non-BF regions), the opposite, low-excitability phase is aligned with these events . For 

sinks, the high-excitability phase corresponds approximately to the trough of a CSD 

oscillation and the low-excitability phase corresponds approximately to the peak, as it can be 

extracted from Fig. 3 (e.g., an increase in MUA, red in Fig. 3B, goes along with the oscillatory 

trough, blue in Fig. 3A).  

We were also interested in how our findings above relate to the spectrotemporal 

organization of speech. We therefore filtered the speech signal around its fundamental 

frequency (here ~100 Hz, defined as the frequency with the largest amount of energy, cf. Fig. 

1B) and cross-correlated its envelope with the envelopes of the speech signal filtered into 

other frequency bands. As the fundamental frequency of speech is of particular importance 

for features composed of relatively low spectral components (e.g., vowels; Barreda and 

Nearey, 2012), this frequency range seemed to be a good reference for a comparison with 

other (higher) frequency bands. Results are shown in Fig. 4, with two important points that 

are worth emphasizing: First, a negative correlation at time lag 0 can be seen for all 

frequency bands above ~3000 Hz whereas lower frequencies show a positive correlation at 

this time lag. Second, essentially all cross-correlation signals change sign at a certain delay (~ 

150 ms), a characteristic for oscillatory signals.  Together, both findings are sufficient to 

conclude that lower frequencies (important, e.g., for vowels) and higher frequencies 

(important, e.g., for certain fricatives, such as /s/) alternate in speech – it is also reminiscent 

of the data reported in the preceding paragraph showing a negative correlation in 

excitability (reflected in the oscillatory phase) between regions of A1 processing low and 

high sound frequencies, respectively (see Discussion for a hypothetical explanation of how 

these findings might be related).  
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3.2 Neural entrainment to speech with and without slow spectral energy fluctuations in 

monkey A1 

We developed an additional analysis in order to compare neural entrainment across the four 

experimental conditions and the different layers, respectively (see Materials and Methods). 

In short, CSD and MUA amplitudes were binned as a function of original envelope phase. A 

modulation of CSD and/or MUA amplitude by envelope phase would indicate neural 

entrainment, and the amplitude of a sine wave fitted to this function (CSD/MUA amplitude 

as a function of original envelope phase) represents our measurement of entrainment 

strength. Moreover, this amplitude can be averaged across layers (in order to compare 

entrainment across conditions) or across conditions (in order to compare entrainment across 

layers) and the outcome is shown in Fig. 5.   

First, we tested whether there is significant overall neural entrainment in the different 

conditions and/or layers. To do so, the observed sine fit amplitude values were compared 

with a surrogate distribution, the latter obtained by repeating the extraction of those values 

multiple times, but with speech envelope and recorded signal drawn from different trials. 

For both CSD and MUA, we found that the amplitude values for all conditions (Fig. 5A) and 

layers (Fig. 5B) are significantly (p <     ) different from the surrogate distributions (the 

significance thresholds for alpha = 0.05, corrected for multiple comparisons, are shown as 

dashed lines); thus, there was significant entrainment for all conditions and layers, indicating 

that entrainment of neural oscillations to speech persists in monkey A1 even in the absence 

of systematic fluctuations in amplitude and spectral content.  

Second, we used a two-factorial ANOVA in order to compare neural entrainment across 

conditions and layers, respectively. For CSD, this test revealed a main effect of condition 
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(F(3,24) = 4.62, p = 0.004), but no main effect of layer (F(4,32) = 0.61, p = 0.655) and no 

interaction (F(12,96) = 0.41, p = 0.959). Post-hoc tests resulted in a significant difference in 

CSD entrainment between original and constructed condition as well as between original 

and constructed reversed condition. This is expected, as in the original (but not in the 

constructed or constructed reversed) condition the sounds entail large amplitude 

fluctuations that might result in pronounced regular evoked neural activity and thus bias our 

measurement of entrainment. We tested this by restricting our analysis to sites tuned to 

(relatively high) sound frequencies whose spectral energy is low in the presented sounds 

(Fig. 1B) and therefore do not produce large evoked potentials. Indeed, we found that CSD 

entrainment is still significant in all layers and conditions (p <     ) but, critically, not 

significantly different between conditions (F(3,24) = 0.64, p = 0.591) (data not shown). This 

shows that, when the frequency tuning of A1 is ignored, the entrainment observed in 

response to everyday speech is most likely a mixture of “real” alignment between neural 

oscillations and speech sounds and regular evoked potentials (not necessarily involving 

neural oscillations). For MUA, the ANOVA revealed a main effect of both condition (F(3,24) = 

3.18, p = 0.026) and layer (F(4,32) = 4.92, p = 0.001), but no interaction (F(12,96) = 0.65, p = 

0.794). Post-hoc tests resulted in a significant difference in MUA entrainment between 

original and constructed reversed condition. Moreover, MUA entrainment was significantly 

stronger for the granular layer than for the sink of the supragranular layer and the source of 

the infragranular layer; this is expected, due to the highest firing rates in the granular layer.  

Finally, for the CSD, we compared the phases of the fitted sine waves (reflecting the phase 

relation between entrained CSD signal and original speech envelope) across conditions. This 

was done on a single-trial level by using phases from the original condition as a reference 

(see Materials and Methods) – in Fig. 5C, circular histograms show the observed phase 
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differences between original condition and any experimental condition (including those 

obtained in different trials for the original condition). Only results from the supragranular 

sink are shown as effects were strongest for this layer. All distributions of phase differences 

in Fig. 5C are significantly non-uniform (Rayleigh’s Test; p <     ); the mean direction of 

these distributions can thus be interpreted. As shown in Fig. 5C, the phase relations between 

recorded signal and speech envelope were very consistent across trials in the original 

condition: The mean circular difference between phases from different trials is not 

significantly different from 0 and the confidence interval of the mean phase difference 

includes 0 ([-0.20 – 0.20]; shown in blue in Fig. 5C). Although the mean circular phase 

difference between original and original reversed condition is significantly different from 0, it 

is nevertheless obvious that phases are very similar between these conditions: The 

confidence interval of the mean phase difference, with the lower limit very close to 0 ([0.18 

– 0.52]), suggests that the aligned phase was very similar and that the observed phase 

difference might functionally not be relevant. This result was virtually unchanged when 

restricting the analysis to areas tuned to frequencies that are only marginally present in the 

energy profile of the speech stimulus, indicating that our results are not only a trivial 

reflection of evoked potentials. Interestingly, for both constructed conditions, there is a 

phase shift with respect to the original condition, indicating that the removal of slow 

fluctuations in spectral energy of speech also results in a change of the phase relation 

between neural oscillations and speech sounds (confidence interval of mean phase 

difference, constructed condition: [-2.42 – -1.42], constructed reversed condition: [-2.72 – -

1.67]. 

3.3 Phase-amplitude coupling in response to speech with and without slow spectral energy 

fluctuations  
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Phase-amplitude coupling (PAC) in response to speech/noise sounds without systematic 

fluctuations in amplitude and spectral content has not been tested yet; also, results for PAC 

in monkey A1 in response to everyday speech sounds are still lacking. Thus, we quantified 

PAC in our study (see Materials and Methods) and compared results across conditions. For 

these analyses, the CSD phase was computed in a band between 2 and 8 Hz, and the band 

for which the amplitude was extracted was varied between ~25 and 120 Hz (“gamma-

frequencies”). PAC was tested systematically with the phase taken from one layer and the 

amplitude taken from another (thereby reducing spurious PAC; see Materials and Methods); 

however, reliable effects were found only when phase extracted from supragranular layer 

was coupled with amplitude extracted from granular layer and the following description is 

based on this combination (note that this result would not be expected for spurious PAC 

where strongest coupling would be observed for phase and amplitude extracted from the 

same signal (i.e. layer)). Results are shown, separately for the four conditions, in Suppl. Fig. 

3. For all conditions and gamma-frequencies, we found significant PAC (by means of a 

permutation test; p < 0.001, FDR-corrected). Subjecting results to a 3-way ANOVA with 

factors gamma-frequency, spectral energy (original vs constructed) and linguistic 

information (forward vs reverse), we found a main effect of gamma-frequency (F(37,296) = 

4.45, p < 0.0001), a main effect of linguistic information (forward > reverse; F(1,8) = 18.38, p 

< 0.0001) and an interaction between spectral energy and linguistic information (main effect 

of linguistic information is stronger for constructed than original conditions; F(1,8) = 15.72, p 

= 0.0001), but no other effect. Fig. 6A, showing PAC results averaged across all conditions, 

illustrates the main effect of gamma-frequency. Two prominent peaks are visible at ~30 Hz 

and ~95 Hz. Post-hoc tests revealed significantly larger PAC for a cluster of frequencies 

around 90 Hz (+/- 10 Hz) than for a cluster of frequencies around 50 Hz (+/- 5 Hz). As no 3-
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way interaction was found (and therefore differences in PAC across conditions are common 

to all frequencies), we further explored our results by averaging across the factor “spectral 

energy” (to illustrate frequency differences between forward and reverse conditions; Fig. 6B) 

as well as “linguistic information” (to illustrate frequency differences between original and 

constructed conditions; Fig. 6C). We ran further permutation tests in order to test at which 

gamma-frequencies these averaged conditions differ (see Materials and Methods). For the 

comparison between forward and reverse conditions, a significant difference at ~55 Hz 

(forward > reverse) was found which did not survive FDR-correction. For the comparison 

between original and constructed conditions, we found stronger PAC for the original 

conditions at ~95 Hz; again, this difference did not survive FDR-correction. For the 

constructed conditions, there was a significantly higher PAC in a range of ~31-34 Hz, even 

after FDR-correction. As for the entrainment described above, we found very similar PAC 

results when the analysis was restricted to regions tuned to sound frequencies that are less 

prominent in the energy profile of the presented sounds (not shown; note that this finding 

would not be expected in the case of spurious PAC introduced by typical evoked potentials; 

Aru et al., 2015). 

4. Discussion 

Brain activity can be rhythmic, a phenomenon that has been observed across species 

(Buzsáki et al., 2013). Importantly, this rhythm – reflected in neural oscillations – can be 

aligned with rhythms in the environment (e.g., Schroeder and Lakatos, 2009), a process 

termed “neural entrainment” in this paper. As the detailed mechanisms underlying neural 

entrainment – in particular with respect to laminar processing of spectrotemporally complex 

signals by tonotopically organized neuronal ensembles in A1 – are still unclear, we tried to 



26 
 

fill this gap by presenting one monkey with speech with and without slow spectral energy 

fluctuations (i.e. with and without systematic modulations of features processed at the 

cochlear level). We report key findings that are discussed in the following paragraphs: (1) 

neural entrainment to everyday speech is a sophisticated but well-organized process 

structured by the relation between the frequency tuning of the neural site and spectral 

content of the stimulus input; (2) neural entrainment can be found in all layers of monkey A1 

and seems to be a process that is conserved across species; (3) neural oscillations in monkey 

A1 can entrain to speech even if it does not entail slow fluctuations in sound amplitude or 

spectral content; (4) the latter entrainment is characterized by specific properties (detailed 

below). 

4.1 Neural entrainment to speech as a means for efficient stimulus processing  

One aim of this study was a detailed characterization of how the different cortical layers and 

tonotopically organized regions entrain to such a complex stimulus as speech. We found that 

all regions of A1 entrain to (everyday) speech, independent of their BF – but the latter 

influences the phase relation between speech envelope and (CSD) oscillation (Fig. 3): 

Whereas the high-excitability phase of oscillations is aligned with spectral components of 

speech corresponding to the BF of a given region, the low-excitability phase is aligned with 

the same sounds in other (non-BF) regions (as visible in the differences in MUA in Fig. 3B, 

assumedly reflecting differences in neuronal firing). In line with findings by O’Connell et al. 

(2011), using pure tones, and theoretical considerations of the same group (O’Connell et al., 

2015), these results suggest that neural entrainment might act like a spectrotemporal filter 

that can be easily applied to speech sounds (but note that this interpretation remains 

speculative, as the interaction between low- and high-frequency tuned regions was not 
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tested in this study): Due to its intrinsic structure, low- and high-frequency components of 

speech alternate (Fig. 4). Whenever low sound frequencies prevail in the input, tonotopic 

regions in A1 dominantly processing (speech) sounds with these frequencies reset other 

regions, responding primarily to high frequencies, to their low-excitability phase. This phase 

reset automatically results in a convergence of the high-excitability phase in these regions 

and their preferred stimulation (i.e. the dominance of higher sound frequencies in the 

input). This input then initiates the same mechanism again: This time, regions processing 

lower sound frequencies are set to their low-excitability phase. By completing two distinct 

“tasks” simultaneously, this hypothesized “dual timing mechanism” (O’Connell et al., 2015) 

would represent a particularly efficient and energy-saving way of speech processing: A given 

input would not only inhibit regions not tuned to its principal frequency (by setting their 

oscillations to the low-excitability phase) but also preparing them to their preferred input 

half a “speech cycle” later.  

4.2 Characterization of neural entrainment to speech in laminar recordings 

For the first time, it was possible to investigate the processing of long sequences of human 

speech with a spatial resolution corresponding to the different cortical layers. We found 

neural entrainment in all layers of A1. In line with previous studies on entrainment of neural 

oscillations to trains of pure tones (e.g., Lakatos et al., 2005b, 2013a), we found that the 

alignment between CSD and speech envelope is strongest in supragranular layers (although 

not significant), whereas alignment between MUA and this envelope is most pronounced in 

granular layers (Fig. 2C, 5B). Importantly, slower oscillations (such as the alpha band in the 

visual system or the theta band in the auditory system) are often associated with top-down 

processing in extragranular layers whereas faster oscillations might reflect bottom-up 
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processing in granular layers (Bastos et al., 2015; Bonnefond and Jensen, 2015; Jensen et al., 

2015; van Kerkoerle et al., 2014). Neural entrainment reflects predictions about upcoming 

events (Schroeder and Lakatos, 2009) and therefore top-down processes: Our findings are 

thus well in line with the current literature, in that they suggest that the entrainment of 

slower, supragranular CSD oscillations is an important tool of the brain (in particular of the 

auditory system; VanRullen et al., 2014) to control (or “gate”) feedforward stimulus 

processing (reflected in gamma activity) via top-down mechanisms.  

4.3 Neural entrainment as a conserved process across species 

Steinschneider et al. (2013) recorded evoked neural responses to human speech in A1 of 

both humans and non-human primates and found similar neural patterns in response to 

changes in amplitude envelope, voice-onset time or fundamental frequency. Their 

conclusion is related to the one obtained in the current study: Neural processing of human 

speech in A1 of monkeys is similar to that in humans. Moreover, entrainment of neural 

activity in primary auditory cortex to animal vocalizations has been reported for several 

species (Grimsley et al., 2012; Schnupp et al., 2006; Wang et al., 1995). Also, the dominant 

frequency of the envelope of humans speech (~2-8 Hz) is similar to the rhythm of other 

animal calls (see, e.g., Fig. 1 in Wang et al., 1995), and A1 of different species (including 

humans) seems to be tuned to these relatively slow frequencies (Edwards and Chang, 2013; 

Eggermont, 1998; Oshurkova et al., 2008). Thus, it is likely that the adjustment to human 

speech, as it has been observed frequently (Ding and Simon, 2012, 2013; Ding et al., 2016; 

Doelling et al., 2014; Gross et al., 2013; Park et al., 2015; Peelle et al., 2013; Peelle and Davis, 

2012; Zion Golumbic et al., 2012, 2013), is only one specific occurrence of neural 
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entrainment to rhythmic stimuli (including vocalization calls) as a general mechanism of 

efficient stimulus processing across species. 

4.4 Neural entrainment to speech without slow spectral energy fluctuations and its 

characteristics 

In the present study, we were able to show that neural entrainment to speech persists even 

after the removal of systematic fluctuations in amplitude and spectral content. This 

entrainment was characterized by several distinct properties: First, we observed a change in 

the phase relation between the recorded neural signal and the presented stimulus as 

compared to everyday speech (Fig. 5C). Interestingly, a similar phase shift has been observed 

when the same stimuli were presented to human subjects (Zoefel and VanRullen, 2015b). It 

is possible that neural oscillations align with “acoustic edges” (Doelling et al., 2014; Ghitza, 

2012; Giraud and Poeppel, 2012) if large amplitude fluctuations are present in the stimulus 

(i.e. in our original conditions) but – necessarily – to different features (such as those 

differentiating speech and noise in our constructed speech/noise snippets, see below) when 

they are absent. This change in “landmark” for entrainment might be reflected in the 

observed phase shift. We emphasize that, of course, several “landmarks” might co-exist in 

speech (potentially even tracked by different neuronal populations); our assumptions are 

therefore in line with the current literature cited above.  

Second, the aligned phase was coupled to the amplitude of higher-frequency gamma-

oscillations in all conditions, a finding that is well in line with a multitude of previous studies 

(e.g., Lakatos et al., 2005b; Fell and Axmacher, 2011; Spaak et al., 2012; Lisman and Jensen, 

2013). However, whereas this phase was coupled most prominently (although not 

significantly) to oscillatory amplitudes around 95 Hz for the original conditions, it was 
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dominantly coupled to amplitudes around 30 Hz for the constructed conditions. It has been 

shown before that CSD high-gamma activity (~50-150 Hz) is correlated with neuronal firing 

(and MUA; for a review, see Lachaux et al., 2012). Thus, we assume that the observed 95-Hz 

effect might reflect the modulation of neuronal activity by the phase of slow neural 

oscillations, a finding that has been described before (Whittingstall and Logothetis, 2009). It 

has been argued that theta-gamma coupling of neural oscillations is of particular importance 

for the processing of speech sounds, because the frequency of both theta- and gamma-

bands correspond to important characteristics of speech (e.g., to the syllabic and phonetic 

rhythm, respectively; Poeppel, 2003). In most theoretical models (Giraud and Poeppel, 2012; 

Hyafil et al., 2015; Poeppel, 2003; Poeppel et al., 2008), the frequency of this gamma-band is 

usually set to 25-40 Hz (sometimes also called beta; Ghitza, 2011). Thus, it is possible that 

the phase-amplitude coupling we observed in the constructed conditions is related to 

speech processing, and that it might be enhanced (as compared with the original conditions) 

due to an improved signal-to-noise ratio in the conditions where slow fluctuations in spectral 

energy have been removed.  

Importantly, our findings are in line with two of the few studies examining neural 

entrainment to speech with high spatial resolution (by means of intracranial recordings in 

humans; cortical layers could not be resolved in these data): Nourski et al. (2009) showed 

that high-gamma power (> 70 Hz) is aligned with the speech envelope in human auditory 

cortex and that this entrainment is not abolished when speech intelligibility is disrupted (by 

time-compression of the sound; see below). Fontolan et al. (2014) demonstrated neural 

entrainment and phase-amplitude coupling in response to speech sounds and that it 

involves top-down and bottom-up processes at different neural frequencies. Strikingly, and 

partly in agreement with our assumptions made above (but see next paragraph), they 
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observed peaks at 30 and 90 Hz as well and related them to top-down and bottom-up 

processes, respectively. In order to emphasize the commonalities between their study and 

ours, we reproduced (Fig. 6D) parts of their findings (one panel of their Fig. 3), next to the 

corresponding results from our study (Fig. 6A-C). Nevertheless, due to its presence in 

granular layers and its coupling to slower oscillations in extragranular layers, it is likely that 

the component in the lower gamma range (~30 Hz) rather reflects a feedforward than a top-

down process in our study.  

4.5 The role of intelligibility of neural entrainment to speech sounds 

Of note is the finding in our study that time-reversal of the stimuli (removing linguistic 

content) does not abolish significant neural entrainment. Again, this result supports the 

findings from our recent work on human subjects, showing that reversing our constructed 

speech/noise stimuli does not disrupt the entrainment of EEG oscillations (Zoefel and 

VanRullen, 2015b). Moreover, it is reasonable to assume that the monkey does not 

understand human speech so that the role of linguistic features (i.e. intelligibility) is rather 

weak for the entrainment that was measured here. However, we emphasize that it is 

possible to distinguish speech and noise based on features that are unrelated to abstract 

linguistic content (see Zoefel and VanRullen, 2015b, for a detailed discussion): They enable 

the listener to recognize speech without understanding what is being said (for instance, a 

foreign language can be identified as such without understanding a single word). Thus, we 

assume that these speech-related but linguistic-independent features drive the entrainment 

in our constructed conditions. Nevertheless, it should be mentioned that some studies did 

report a decrease in neural entrainment when speech sounds were rendered unintelligible 

by time-reversal (Gross et al., 2013; Park et al., 2015) or noise-vocoding (Peelle et al., 2013). 
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One important suggestion was that the time-reversal per se might have destroyed acoustic 

edges, important landmarks for neural entrainment (Doelling et al., 2014), leading to a 

decrease in both neural entrainment and intelligibility without a link between the two 

(Millman et al., 2015; Peelle and Davis, 2012). Our results might be seen as an argument 

against this point, as, if this assumption were true, even in monkey A1, a decrease in 

entrainment should have been observed (which was not the case). Nevertheless, we did see 

a decrease in entrainment when comparing everyday speech (original condition) with 

speech/noise sounds where abrupt changes in amplitude have been removed (constructed 

condition). This result suggests that acoustic edges do play a role for entrainment. In 

addition, we observed a significantly higher PAC for forward conditions as compared with 

their time-reversed versions, indicating that the time-reversal of our stimuli (and the 

associated removal of linguistic information) did have an effect on neural processing. Thus, 

the question why some studies report a correlation between neural entrainment and speech 

intelligibility, and some do not (and the role of PAC for this relationship), is still open and 

further studies are necessary for its answer (for a detailed discussion, see Kösem and Van 

Wassenhove, 2016; Zoefel and VanRullen, 2015c).  

4.6 Implications for EEG/MEG recordings 

Our results have implications for the entrainment recorded using methods with lower spatial 

resolution, such as EEG/MEG. In particular, our data suggest that there are at least two 

neural populations entraining to speech in A1 (one in BF regions, the other in non-BF 

regions), and the two are shifted by 180 degrees, so they might cancel each other out when 

summed. Interestingly, this is not the case in practice, as entrainment by speech is readily 

detectable in macroscopic recordings in humans (e.g., Crosse et al., 2016, 2015; Di Liberto et 
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al., 2015; Ding and Simon, 2013, 2012; Ding et al., 2016; Doelling et al., 2014; Gross et al., 

2013; Kayser et al., 2015; Luo and Poeppel, 2007; Millman et al., 2015; Peelle et al., 2013; 

Zoefel and VanRullen, 2015b). We speculate that this is the consequence of “low frequency 

dominance” in A1: a significantly larger proportion of A1 neuronal ensembles is tuned to 

relatively low compared to relatively high frequencies (due to the logarithmic relation 

between BF and area in A1; see Fig. 6 in Merzenich et al., 1975, for an example in cats). 

Future studies are clearly necessary to investigate this further, for instance by combining 

intracortical measurements with superficial recordings and correlating the two, similarly to 

what has been done in recordings of spontaneous activity or responses to simple attention 

tasks (e.g., Snyder et al., 2015). These studies will give us an important idea on what we 

actually measure with methods that are commonly used to quantify entrainment to speech, 

such as EEG/MEG.   

4.7 Limitations  

It has been shown repeatedly that attention is an important modulatory variable for neural 

entrainment (for a review, see Zoefel and VanRullen, 2015c): For instance, neural 

entrainment is abolished when the stimulus is unattended (e.g., Lakatos et al., 2013a) and 

the attended speaker in a “cocktail-party scenario” can be decoded from the pattern of 

neural oscillations (e.g., Zion Golumbic et al., 2013). Unfortunately, in the present study, we 

did not control the monkey’s attention (the monkey listened passively to the stimuli). Thus, 

it is possible that the monkey did not pay attention to the presented sounds, reducing 

entrainment and significance of our results. Nevertheless, we emphasize that, although we 

cannot conclude that the monkey attended to the stimuli, we also cannot conclude that the 

monkey did not attend to them. Indeed, in most studies testing the role of attention for 
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neural entrainment, a competing stimulus stream is present, reducing attention and 

entrainment in response to other input (e.g., Lakatos et al., 2008; Zion Golumbic et al., 

2013). In our experimental paradigm, however, the presented sounds were the only stimulus 

input available. It therefore seems logical that the monkey attended to them; the fact that 

we were able to observe significant neural entrainment in all conditions seems to confirm 

this notion. In follow-up experiments, the role of attention in our experimental paradigm 

could and should be tested systematically. Based on the current literature (e.g., Ding and 

Simon, 2012; Horton et al., 2013; Lakatos et al., 2008, 2009, 2013; Zion Golumbic et al., 

2013; Zoefel and VanRullen, 2015c), we would expect a modulation of the reported neural 

entrainment effects by attentional processes..     

It is currently still debated whether phase entrainment is more than a simple “regular 

repetition of evoked potentials” (Capilla et al., 2011; Keitel et al., 2014; Lakatos et al., 2013a; 

VanRullen et al., 2014; Zoefel and Heil, 2013). We acknowledge that, although the removal 

of systematic fluctuations in amplitude and spectral content of the stimulus is certainly a 

first step towards an answer on this question, the stimuli used here cannot fully resolve this 

issue. One reason is that different regions in auditory cortices can respond to different 

auditory features: There are regions that prefer noise to pure tones or vice versa (Wang et 

al., 2005; Wessinger et al., 2001). It is also plausible that certain features that are 

characteristic for speech (e.g., frequency sweeps) are preserved in our speech/noise sounds 

(indeed, by construction, some features needed to be conserved in order to enable a 

differentiation between speech and noise) and recognized by regions or neurons tuned to 

them. Thus, it cannot be ruled out that the entrainment we observed in response to our 

speech/noise stimuli is not merely a succession of regular neural activity evoked by certain 

speech-related features. Nevertheless, several important points should be made here. First, 
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we observed significant entrainment at recording sites tuned to sound frequencies that are 

not very prominent in the spectrum of the presented stimuli (and therefore do not evoke a 

pronounced neural response). Second, there is evidence for entrainment being more than a 

reactive process: Entrained oscillations can be observed even after the offset of the 

entraining stimulus (Lakatos et al., 2013a) and in response to auditory stimuli that are too 

weak to be perceived (and therefore do not evoke neural responses; Zoefel and Heil, 2013). 

Third, even when assuming a fully reactive mechanism, in principle, the spectrotemporal 

filter mechanism as described in the previous paragraph would not be rendered unfeasible: 

It is likely that evoked responses entail a phase-reset of neural oscillations (Makeig et al., 

2002; Sauseng et al., 2007). As this phase-reset is the only prerequisite to “prepare” 

oscillations for the upcoming stimulation (e.g., their “preferred” spectral components of 

speech), even the absence of an active entrainment mechanism (although unlikely, see 

above) would not contradict the mechanism of spectrotemporal filtering as described above.   

Finally, we note that the alignment between neural activity and speech rhythm we observed 

in A1 does not necessarily have to be generated there: Indeed, it has been suggested that 

neural entrainment in cortical regions might be “inherited” from preceding regions in the 

auditory hierarchy (Henry and Obleser, 2012). Nevertheless, we suggest that A1, as a hub 

between early and late auditory processing (Nelken, 2008), might be a promising location for 

the role of neural entrainment as a “spectrotemporal filter” (O’Connell et al., 2011). Further 

studies are necessary, systematically comparing mechanisms of entrainment to speech at 

different levels of the auditory hierarchy. 

4.8 Conclusion 
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Several conclusions can be drawn from our study: (1) Based on its strong dependence on the 

relation between frequency tuning of the neural site and spectral content of the stimulus 

input, entrainment of neural oscillations to rhythmic input is a highly efficient 

“spectrotemporal filter” (Lakatos et al., 2013a) that helps to reliably process events of high 

relevance within a continuous stream of input. (2) This mechanism was observed in monkey 

A1 – thus, it seems to be preserved across species and includes but is not restricted to 

oscillations in the human brain as “filter” and human speech as the to-be-filtered input. (3) 

As neural oscillations in monkey A1 entrained to speech sounds without systematic 

fluctuations in amplitude and spectral content, neural entrainment entails a process 

operating at a hierarchical level beyond the cochlea. This process is present in non-human 

primates and therefore most likely based on linguistic-independent features of speech. Did 

the entrainment of neural oscillations evolve as an adaptation to the rhythmic structure of 

the auditory environment (including communication sounds) – or was it evolutionary 

successful to adapt communication sounds to the rhythmic structure of the brain (indeed, 

oscillations are present even in species that do not exhibit rhythmic calls; Buzsáki et al., 

2013)? Although this study cannot answer this question, its exciting answer might help us 

understand the brain’s adjustment to rhythm and, ultimately, the origin of human speech. 
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Supplementary Figure 1. Cross-correlation between CSD (A,B) or MUA (C,D) and the speech 

envelope filtered into narrow frequency bands (original condition) for a typical low-

frequency (0.8 Hz; A,C) and a typical high-frequency site (8 kHz; B,D). Note the opposite 

pattern between low- and high-frequency pattern that often appears (e.g., compare the 

pattern for IG sink in A and B), indicating that the differences we observed (cf. Fig. 3) did not 

merely result from a similar pattern of cross-correlation that is more pronounced in one 

case. SG: supragranular, G: granular, IG: infragranular. 

 

Supplementary Figure 2. Same as in Supplementary Figure 1, but for the average across low-

frequency (A,C) and high-frequency (B,D) recording sites. Note that the difference between 

the depicted cross-correlations (A-B and C-D) is shown in Fig. 3. 

 

Supplementary Figure 3. Phase-amplitude coupling as shown in Figure 6A-C, but separately 

for the four conditions. Data variability not shown to improve visibility of the results. For 

other conventions, see description of Figure 6. 
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Figure 1. A. Three-second excerpts from the stimuli used for the four conditions in this study. 

For all conditions, the actual stimulus is shown in black, and the corresponding envelope in 

gray. In the first condition (“original”), everyday speech was presented. These stimuli were 

time-reversed for the second condition (“original reversed”). Speech/noise stimuli were used 

for the other two conditions – again, played forwards (“constructed” condition) and 
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backwards (‘‘constructed reversed” condition). The reasoning underlying the construction of 

these stimuli was described in detail in Zoefel and VanRullen (2015a). In short, as shown in B, 

in everyday speech sounds (left panel), the different phases of the speech envelope strongly 

differ in their spectral energy (color-coded in B) and might trivially entrain early levels (e.g., 

the cochlea) of the auditory system. We therefore constructed speech/noise stimuli (right 

panel) which do not exhibit systematic fluctuations in amplitude and spectral content 

anymore. Entrainment to these stimuli thus requires a process located beyond the cochlear 

level, as speech and noise have to be distinguished based on  remaining properties (i.e. other 

features than amplitude or spectral content). Reproduced with permission from Zoefel and 

VanRullen (2015a). 

 

Figure 2. Layer-specific entrainment of CSD (top) and MUA (bottom) signals to the 

broadband envelope of speech in one exemplary recording (original condition). Using cross-

correlation between speech envelope and recorded signals, a clear laminar pattern of 

entrainment can be revealed (B): The time lag and polarity of entrainment depends on the 

layer in which the signal is recorded (A). Choosing layers based on the laminar profile 

obtained in response to pure tones at the BF of the recording site (A) results in cross-

correlations fluctuating at ~5 Hz (C, top), reflecting entrainment to the speech envelope 

(whose dominant frequency is in the same range). This neural entrainment goes along with a 

change in neural firing (reflected in MUA), as visible in C (bottom). Note that, for the MUA 

and to a smaller degree also for the CSD, during peaks and troughs of the cross-correlations, 

ripples at higher frequencies are visible that might reflect the phase-amplitude coupling of 

neural oscillations that is often described in the literature (cf. Fig. 6; e.g., Lakatos et al., 

2005b). SG: supragranular, G: granular, IG: infragranular. 
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Figure 3. Difference of cross-correlation (recording sites tuned to frequencies <= 1000 Hz 

minus recording sites tuned to frequencies >= 8000 Hz) between CSD (A) or MUA (B) and the 

speech envelope filtered into narrow frequency bands (original condition). Cross-correlation 

patterns – as those shown in Fig. 2 – are visible again. However, for CSD, their “polarity” (i.e. 

the phase lag, reflected by the sign of cross-correlation) depends on both the BF of the 

recording site and on the polarity of the layer (i.e. sink vs. source). Regardless of the latter, 

entrainment in response to sound frequencies corresponding to the BF/non-BF of the 

recording site always results in an increase/decrease (respectively) of MUA with a time lag 

close to 0. SG: supragranular, G: granular, IG: infragranular. 

 

Figure 4. The original speech, used in this study, was filtered into different frequency bands 

and the envelope of these bands was computed. The speech envelope filtered around its 

fundamental frequency (here 100 Hz; thick black line) was used as a reference and its 

coherence (using cross-correlation) with the envelopes of other frequency bands is shown 

here. At time lag 0, this cross-correlation is positive for most frequency bands of relatively 

low frequency (up to 2.25 kHz center frequency; black lines), including the broadband 

envelope (thick blue line). Importantly, this changes for higher frequencies, which are (at this 

time lag) negatively correlated with the envelope of speech around 100 Hz (red lines). Note 

also that these correlations change their sign at a time lag of ~±one cycle of the broadband 

speech envelope (~±200 ms). This finding indicates that low- and high-frequency 

components in speech (e.g., vowels and certain fricatives) alternate.  
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Figure 5. Amplitude values of sine waves fitted to the CSD or MUA amplitude as a function of 

envelope phase (separately for each recording) – reflecting the strength of the measured 

entrainment – and averaged across recordings, layers (A) or conditions (B), respectively. 

Significance thresholds of entrainment (obtained by comparison with a surrogate 

distribution) are shown as dashed lines. Standard error of mean is shown as errorbars. The 

circular differences between phases of the fitted sine waves are shown in C (for 

supragranular sink). These phases reflects the phase relation between recorded signal and 

speech envelope. They are shown using the original condition as a reference; circular 

histograms thus show, on a single-trial level (see Materials and Methods), distributions of 

phase differences between original and any experimental condition (differences in the phase 

of different trials in the case of original vs. original condition, topmost plot). As it can be 

seen, fitted phases are very similar between different trials in the original condition and 

between the two original conditions. However, there is a pronounced phase difference 

between original and the two constructed conditions. Phase differences falling into a given 

phase bin are shown in percent; the confidence interval of the mean phase difference is 

shown as blue lines. SG: supragranular, G: granular, IG: infragranular. 

 

Figure 6. A-C. Phase-amplitude coupling (PAC) between the phase of slower CSD oscillations 

(delta/theta; filtered between 2 and 8 Hz) and the amplitude of oscillations at higher 

(“gamma”) frequencies. Different combinations of layers were tested; here we show results 

for the combination of supragranular phase and granular amplitude as this was the only 

combination that produced reliable peaks at meaningful frequencies. PAC results are shown 

as averaged across all conditions (A), averaged across the factor “spectral energy” (original 

vs constructed) to illustrate frequency differences between forward and reverse conditions 
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(B), and averaged across the factor “linguistic information” (forward vs reverse) to illustrate 

frequency differences between original and constructed conditions (C). Shaded areas show 

standard error of mean (SEM) where variability between recordings was removed (by 

subtracting the mean of each recording before computing the SEM; Cousineau, 2005) in 

order to improve visibility of the results. Frequencies between 57 and 63 Hz were excluded 

from the analyses (and are masked in A-C), due to the application of a notch filter at those 

frequencies (to remove line noise). D. Fontolan et al. (2014) measured oscillatory activity in 

human introcortical recordings from different parts of the auditory cortical pathway. Using 

sophisticated signal analysis techniques, they demonstrated bottom-up and top-down 

components around 95 and 30 Hz, respectively. Both frequency components are strikingly 

similar to the prominent frequencies measured in our primate data (A-C). Reproduced with 

permission from Fontolan et al. (2014). 

 

 

Highlights 

 Speech entrains oscillations in monkey A1 

 Aligned phase depends on frequency tuning of recording site 

 Reflects highly efficient mechanism of speech processing 

 Neural entrainment persists in the absence of slow energy fluctuations 
 This entrainment modulates aligned phase and phase-amplitude coupling 
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